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Abstract

Speech is more difficult to understand when it is presented concurrently with a distractor speech stream. One source of this difficulty is that competing speech can act as an attentional lure, requiring listeners to exert attentional control to ensure that attention does not drift away from the target. Stronger attentional control may enable listeners to more successfully ignore distracting speech, and so individual differences in selective attention may be one factor driving the ability to perceive speech in complex environments. However, the lack of a paradigm for measuring non-verbal sustained selective attention to sound has made this hypothesis difficult to test. Here we find that individuals who are better able to attend to a stream of tones and respond to occasional repeated sequences while ignoring a distractor tone stream are also better able to perceive speech masked by a single distractor talker. We also find that participants who have undergone more musical training show better performance on both verbal and non-verbal selective attention tasks, and this musician advantage is greater in older participants. This suggests that one source of a potential musician advantage for speech perception in complex environments may be experience or skill in directing and maintaining attention to a single auditory object.
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1. Introduction

Perceiving speech requires listeners to rapidly perform phonetic and prosodic categorization while simultaneously adjusting for inter- and intra-speaker variability. This feat is impressive even in the acoustically pristine environment of the laboratory, but even more extraordinary in the noisy, crowded acoustic environment of day-to-day life, where competing sound sources can interfere with speech comprehension. This interference can take several forms. One is so-called 'energetic masking' where there is spectrotemporal overlap between target speech and a competing sound, thereby potentially obscuring crucial acoustic information in the speech stream. Another is 'modulation masking', also requiring spectrotemporal overlap, whereby modulations in the masker interfere with the perception of modulations in the target stream (Stone et al., 2012). A third is 'informational masking' (Brungart, 2000; Brungart et al., 2001; Kidd et al., 2008), which can be defined as any interference from the competing signal which is not driven by energetic or modulation masking. One possible source of informational masking in competing talker situations is the attentional demand associated with focusing on the target talker in the presence of multiple salient competing signals (object selection, Shinn-Cunningham, 2008). Research has shown that when speech is presented with competing speech, masking arising from spectrotemporal overlap plays only a secondary role (Brungart et al., 2006), suggesting that informational masking may interfere with speech perception in everyday listening situations.

Informational masking is less severe if sound sources can be perceptually separated along a particular acoustic dimension. For example, listeners perform better when listening to speech presented in the presence of competing speech if the talkers differ substantially in pitch (Darwin et al., 2003, Lee and Humes, 2012), speech rate (Gordon-Salant and Fitzgibbons, 2004), onset time (Kitterick et al., 2010), or spatial location (Gatehouse and Akeroyd, 2008). Individual differences in the ability to separate sound sources along different acoustic dimensions may, therefore, be one source of variability in speech perception in complex environments.
Individual differences in the ability to establish and direct attention to auditory objects could reflect variability in both bottom-up and top-down processes. On the one hand, listeners whose encoding of a particular auditory dimension is imprecise or blurred may struggle to separate perceptual objects which differ along this dimension (Shinn-Cunningham and Best, 2008). The theory that impaired perceptual precision can worsen informational masking is supported by studies showing that listeners with hearing loss are less able to separate streams based on their perceptual characteristics (Grose and Hall, 1996; Mackersie et al., 2001) and show less attentional modulation of cortical responses to sound (Dai et al. 2018). This notion is also supported by links between the ability to perceive speech in competing speech and the robustness of subcortical encoding of sound (Ruggles et al., 2012) as well as between temporal coding fidelity and spatial selective listening (Bharadwaj et al., 2015). On the other hand, the ability to direct and maintain attention to a particular auditory dimension—and, specifically, to a particular range of values along an auditory dimension—may also be a foundational skill for speech perception in complex environments. This theory is supported by findings that reported listening difficulties in complex environments are linked to impaired attention switching (Dhamani et al., 2013; Sharma et al., 2014) and that the ability to understand speech in multi-talker babble or noise correlates with performance on tests of attentional control (Fullgrabe et al., 2015; Heinrich et al., 2015, Neher et al., 2009; Neher et al., 2011; Oberfeld and Klockner-Nowotny, 2016; Yeend et al., 2017). However, other studies have reported a lack of relationship between attentional control and speech-in-speech perception (Gatehouse and Akeroyd, 2008; Heinrich et al., 2016; Schoof and Rosen, 2014).

This inconsistency may be due to the fact that, as pointed out by Oberfeld and Klockner-Nowotny (2016), the attentional skills that have been assessed in these studies are far removed from the demands of listening in complex environments. With the exception of Oberfeld and Klockner-Nowotny (2016), who used a flanker task and a test of intensity discrimination under backward masking as visual and auditory selective attention tests, all of these studies assessed attention using the Test of Everyday Attention (Robertson et al.,
1996). This test battery assesses attention in ways that are not obviously relevant to the perception of speech in complex environments, including tests of visual search, tone counting, addition and subtraction on the basis of visual or auditory information, and visual search in the presence of distractors. Only one subtest assesses the ability to process auditory information in the presence of auditory distractors: the “Elevator Counting With Distraction” subtest, in which participants are asked to count low tones while ignoring high tones. However, of the abovementioned studies, only Gatehouse and Akeroyd (2008) and Neher et al. (2009) included this subtest in their test battery, and neither of these studies reported significant correlations between performance on this subtest and speech listening in complex environments. Moreover, due to the simplistic nature of the stimuli in this subtest it is far less demanding of attentional and cognitive resources compared to listening to speech in complex environments.

Our understanding of the role of auditory selective attention in the perception of speech with distractors has, therefore, been held back by the lack of an appropriate paradigm for measuring non-verbal sustained auditory selective attention. In this study we assessed attention using the sustained auditory selective attention (SASA) task (Dick et al., 2017; Holt et al., 2018). In this task, participants are asked to listen to a target stream of short tone sequences and listen for occasional tone sequence repeats, while ignoring repeats in a distractor stream. This paradigm requires the maintenance of attention to a target sound stream, inhibition of attention to a distractor sound stream, and integration of information within the target sound stream (to ensure that even transient lapses in attention are detrimental to performance, as would be the case for conversation at a cocktail party). The unique combination of stream segregation, stream selection, and within-stream integration assessed by this test, which is also characteristic of cocktail party listening, has not been featured in the tasks used in prior studies of selective attention and speech-in-speech perception. In the “Elevator Counting With Distraction” test, for example, low tones and high tones are not presented at a high enough rate that they form two separate streams; rather, participants are
asked to categorize and count elements presented one at a time within a single stream. In the intensity discrimination under backward masking task used in Oberfeld & Klockner-Nowotny (2016), although listeners need to direct attention towards a target sound and away from a distractor sound, they are not asked to integrate information from a target stream over time.

In the current study, performance on this task was compared to performance on the coordinate response measure (CRM) paradigm, in which participants listen to a target talker who indicates a colour-number combination, while ignoring similar information spoken by a distractor talker (Bolia et al. 2000). This task and the SASA task are closely matched on cognitive demands, with both presenting stimuli drawn from a small closed set and both requiring integrative listening, but with the tasks differing in the use of verbal versus non-verbal stimuli. The use of these closely matched tasks enabled us to investigate whether there exist stable domain-general individual differences in the ability to direct attention to specific auditory dimensions. For each task we included two conditions, one in which the two sound streams were primarily separable by frequency, and another in which the streams were primarily separable by time. We hypothesized that correlations would be strongest between the verbal and non-verbal frequency-separation tasks and between the two temporal-separation tasks, reflecting the influence of the precision of spectral and temporal auditory processing on the ability to perform auditory object separation. To examine the specificity of links between attention and speech perception in the context of distractors, we also included a test of executive function which does not require attentional selection of auditory objects (an auditory Stroop test, Green and Barber, 1981).

A second goal of this study was to investigate transfer of musical training to the perception of speech in complex environments. There have been many reports of a musician advantage for speech perception in speech maskers (Baskent and Gaudrain, 2016; Clayton et al., 2016; Deroche et al., 2017; Du and Zatorre, 2017; Meha-Bettison et al., 2017; Morse-Fortier et al., 2017; Parbery-Clark et al., 2009; Slater and Kraus, 2016; Swaminathan et al., 2015; Yeend et al., 2017; Zendel and Alain, 2012; for a review see Coffey et al., 2017).
However, there have also been several which did not demonstrate this putative musician advantage (Boebinger et al., 2014; Fuller et al., 2014; Madsen et al., 2017; Ruggles et al., 2014). Moreover, the mechanism underlying this potential musician advantage is poorly understood. One possibility is that a musician advantage may stem from more precise auditory encoding. For example, musicians show a large advantage for pitch discrimination (Micheyl et al., 2006; Carey et al., 2015) and more precise neural phase-locking to pitch (Wong et al., 2007). Given the usefulness of pitch for separating sound streams (Darwin et al., 2003; Lee and Humes, 2012), the potential musician advantage for speech perception in speech maskers could stem from more precise pitch perception, facilitating auditory object segregation. However, several studies have shown that benefits for F0 separation in speech-on-speech perception are no larger in musicians than in non-musicians (Deroche et al., 2017; Madsen et al., 2017). Similarly, the potential musician advantage may stem from more precise encoding of syllabic timing, given that speech rate can also be used to segregate sound sources (Gordon-Salant and Fitzgibbons, 2004; Kitterick et al., 2010) and musicians display advantages for the perception of sound timing (Repp, 2010), although this possibility has not been directly tested.

Another possibility is that a musician advantage for perceiving speech in the presence of distractors stems from an enhanced ability to direct and maintain attention to a sound source while resisting the pull of distracting information. When playing in large ensembles musicians must learn to direct their attention to a single sound source within a highly complex acoustic environment using melodic and rhythmic information, an experience that may lead to domain-general enhancements in the control of auditory attention (Rodrigues et al., 2013; Tervaniemi et al., 2005; Tervaniemi et al., 2009). Moreover, musicians show less informational masking during tone detection (Oxenham et al., 2003) and the musician advantage for speech-in-speech perception is larger in high-informational-masking conditions (Morse-Fortier et al., 2017; but see Swaminathan et al., 2015, who showed a musician advantage only in a low-informational-masking condition). Carey et al., (2015) however, found no musician advantage
in a more naturalistic non-verbal informational masking paradigm using environmental sound scenes.

Musicians’ experience with musical beat perception and production may enhance their attentional control as well. According to an influential model of musical rhythm, the perception of musical beats involves a regular waxing and waning of temporal expectation over time (Large and Kolen, 1994). This theory is supported by findings that reaction times are faster to stimuli that occur at anticipated on-beat versus off-beat times (Barnes and Jones, 2000; Bolger et al., 2013; Brochard et al., 2013; McAuley and Jones, 2003; Miller et al., 2012). Complex musical rhythms lacking a single clear pulse may require the listener to actively attend before an internal beat can be established. In particular, perceiving a beat in musical stimuli which consist of multiple sound streams produced by multiple instruments may require initial stream segregation following by stream selection, as listeners assess the rhythmic patterns of each stream and compare them in order to determine the likely location of the beat. Supporting this idea, selective attention to cycling musical rhythms modulates the extent of increase in basal ganglia activity over time (Chapin et al., 2010). Moreover, the ability to perceive and produce beats is linked to individual differences in sustained attention (Birkett and Talcott, 2012; Tierney and Kraus, 2013), and children with ADHD have difficulty synchronizing to beats (Pitcher et al., 2002; Toplak and Tannock, 2005; Ben-Pazi et al., 2006). Thus, the ability to accurately and precisely perceive and produce musical beats may place strong demands upon attentional control; therefore, years of experience with musical beat processing may lead to attentional enhancements. However, no prior study has investigated whether musical beat perception is associated with auditory selective attention ability.

Here we examined relationships between instrumental musical training and verbal and non-verbal selective attention by relating performance on the SASA and CRM task batteries with the degree of musical training in an adult population. If precise pitch encoding facilitating auditory object segregation is the primary factor driving the musician advantage, then only the SASA and CRM conditions in which frequency information is most useful for separating the
sound sources should be associated with musical training. On the other hand, if all of the SASA and CRM conditions are associated with the degree of musical training, this would suggest either that musician advantages for auditory encoding which are relevant to auditory object selection extend across both encoding of pitch and of syllabic timing, or that the musician advantage stems from an enhanced ability to direct selective attention to auditory objects. We also examined relationships between CRM scores and performance on the SASA test, as well as a test of musical beat perception. Relationships between these music tests and CRM performance could provide evidence of overlap between components of music training and verbal selective attention, and such overlap is a key ingredient necessary for transfer of musical experience to linguistic skills (Patel, 2011). Specifically, we predicted that beat perception would relate to performance on the CRM and SASA conditions in which temporal information is more useful for separating sound sources.

2. Methods

2.1 Participants

93 participants were recruited from a variety of online sources, including social media and the Sona Experiment Management System. They were run on the online experiment platform Gorilla, and required to use headphones for all tasks. Participants were asked to rate their proficiency between 1 (low) and 7 (high) for English speaking, reading, and writing. To ensure that all participants were reasonably fluent in English, participants who scored less than 6 on average across all three questions (n = 22) were excluded a priori before any other aspect of their data was considered. No participants reported diagnosis of a hearing loss. Furthermore, two participants were excluded based on their performance on the Stroop task, one because their high degree of variability in reaction times in the Stroop task (> 2 SD from mean) suggested a lack of dedication to the task and the other because the participant answered every trial incorrectly during the incongruent condition, indicating a lack of understanding of the task instructions. 69 participants remained (32 female). This sample size was sufficient to supply 82% power to detect a medium effect size, i.e. a correlation of 0.3
(power analysis conducted using G*Power, Faul, Erdfelder, Lang, & Buchner, 2007). Their mean age was 32.5 years (standard deviation 11.2), ranging from 16 to 65 years. On average participants reported 13.2 (14.0) years of instrumental musical training, ranging from 0 years to 54 years of training. Of these participants, 50 were native speakers of English, while the average age of acquisition of English in the remaining 19 participants was 12 years (standard deviation 8 years). The Ethics Committee in the Department of Psychological Sciences at Birkbeck, University of London approved all experimental procedures. Informed consent was obtained from all participants. Participants were not compensated for their participation.

2.2 Auditory Stroop Task

Participants were given an Auditory Stroop Task (Green and Barber, 1981; Miyake et al., 2000) which measured the extent to which participants could inhibit their response to the meaning of an auditorily presented word. Two male talkers and two female talkers were recorded saying four words: “man”, “woman”, “game”, and “leave”. During this test, participants heard six tokens of each combination of talker and word, for a total of 96 stimuli. For each word, participants were asked to indicate as rapidly as possible whether the talker was male or female by pressing either the “m” or “w” keys. The Stroop effect was measured as the difference in reaction times between the congruent (when the speaker matched the gender of the word) and incongruent (when the speaker and word gender did not match) conditions.

2.3 Non-verbal Selective Attention Task

We measured the extent to which participants could direct and maintain attention to a non-verbal sound source in the presence of distraction using the Sustained Auditory Selective Attention paradigm (SASA, Dick et al., 2017; Holt et al., in press). In this task participants were presented with two streams of tone sequences of three elements, one in a higher band and another in a lower band. For each band the tones which made up the sequences were selected from a pool of three possible tones. Within each band, tone sequences were concatenated,
with each sequence consisting of three 125-ms tones (each separated by 125 ms of silence) followed by 250 ms of silence. The total duration of each sequence, therefore, was 1 second. Each block consisted of 30 sequences. Within each block, in each band, there occurred between 3 and 6 repeats, i.e. cases in which a sequence was identical to the previous sequence. Repeating sequences were always separated by at least one non-repeating sequence. Participants were asked to attend to either the low or high band and click the mouse whenever they detected one of these repeats, ignoring the other band. Correct mouse clicks were rewarded by a green check mark. Incorrect mouse clicks and repeats to which the participant did not respond were indicated by a red X.

The SASA task contained two conditions. In the Simultaneous condition, sequences in the high and low band began simultaneously. The lowest tone for the low band was set at 370 Hz, and the other two tones were two and four semitones higher, while the lowest tone for the high band was set at 1110 Hz, and the other two tones were two and four semitones higher. In this condition, therefore, although the simultaneous presentation makes sequence separation on the basis of temporal information impossible, the sequences can be easily separated by frequency. In the Interleaved condition, sequences in the low band began 125 ms before sequences in the high band. As a result, when a tone was present in one band, the other band was silent. The tones in the low band were identical to those in the Simultaneous condition, but the lowest tone for the high band was 520 Hz, and the other two tones were two and four semitones higher. In this condition, therefore, sequences could be easily separated by time but less easily separated by frequency. In each condition, participants completed eight blocks in which they were asked to attend to the higher band and eight blocks in which they were asked to attend to the lower band, for a total of 32 blocks. Scores were converted to d-prime prior to analysis, with any click occurring in a window other than a target window considered to be a false alarm, with the total number of windows not containing a target then equal to the number of distractors.

2.4 Verbal Selective Attention Task
We measured the extent to which participants could direct and maintain attention to a target talker in the presence of a single distractor talker using a modified version of the Coordinate Response Measure paradigm (CRM, Bolia et al., 2000). In each trial of this task participants heard two talkers say the sentence “Show the [animal] where the [color] [number] is”, where [animal] could be “dog” or “cat”, [color] could be “black”, “blue”, “green”, “pink”, or “red”, and [number] could be 1, 2, 3, 4, 5, 6, 8, or 9. All sentences were duration normalized using Praat (Boersma et al., 2018) such that each sentence’s duration was set to the mean duration of all sentences in the corpus (1.95 s). After the sentences were played, a grid of 40 numbers appeared on the screen, one for each color/number combination. Participants were asked to click on the color/number combination indicated by the talker who said the word “dog”. This talker was always the same (male) talker, and so participants knew in advance which speaker they needed to attend to. Target and distractor sentences always contained different colours and numbers. The target sentence was presented at an SNR of 0 dB with respect to the distractor sentence. Both the target and distractor sentences were produced by talkers who spoke standard southern British English.

The CRM task contained two conditions. In the Different Gender condition, the talker who spoke the sentence containing the word “dog” (i.e. the target talker) was male, while the distractor talker was female, and the sentences began simultaneously. In this condition, therefore, the talkers could be segregated by fundamental frequency (F0) but not by time. In the Same Gender condition, both talkers were male, but the talker who spoke the sentence containing the word “dog” began 150 ms before the distractor talker. In this condition, therefore, the talkers could be segregated by time but much less so by talker F0. In each condition, participants completed 40 trials (one for each color-number combination), for a total of 80 trials.

2.5 Musical Beat Perception Task

We measured the extent to which participants could track the beat of a piece of instrumental music using a modified version of the Beat Alignment Test (Iversen and Patel,
Participants were presented with brief audio clips of instrumental music. Superimposed on each of the clips was a sequence of tones. These tones were either aligned with the beat of the music or shifted away from the beat by 30% of the interval between beats. Participants were asked to indicate whether or not the tones were aligned with the beat of the music by pressing one of two buttons with the mouse. Scores were converted to d-prime prior to analysis, with the loglinear approach used to avoid infinite scores (Hautus, 1995).

2.6 Analysis

There was a wide range of ages in the dataset (SD = 11.8), raising the possibility of a confounding relationship with age. To examine this possibility, we ran pairwise non-parametric correlations between age and performance across all of the outcome measures. The only significant correlation was with performance on the Stroop task, $r = 0.28$, $p = 0.020$, such that older participants showed greater effects of gender-word congruency on reaction times; all other correlations with age had $r$ values of less than 0.2. As a result, it is unlikely that any relationships between performance on SASA and CRM tasks, as well as relationships between years of musical training and cognitive performance, reflect a confounding relationship with age. Nevertheless, we covaried for age when conducting correlational analyses to ensure that age is not driving any relationships reported.

First, we used partial Spearman correlations, covarying for age, to examine the relationship between non-verbal selective attention, verbal selective attention, musical beat perception, the size of the Stroop effect, and years of musical training. (Data were non-normally distributed, so non-parametric methods were used). False Discovery Rate was used to correct for multiple comparisons, with p-values across all correlations entered into the correction (Benjamini-Hochberg procedure, Benjamini and Hochberg, 1995). All p-values from correlations reported in the remainder of the paper, both in text and in tables, are corrected p-values. Statistical significance of differences between correlations was tested using Fisher’s r-to-z transformation.
Second, we conducted a logistic regression to examine the extent to which several different predictors explained variability in speech-in-speech perception. A number of transformations were applied to the data prior to regression analysis. Years of musical training were converted to a dichotomous variable, with 0 indicating no musical training and 1 indicating at least one year of training. To minimize the problem of multicollinearity, we used a generalized least squares factor analysis with varimax rotation to uncover latent variables reflecting shared variance across the four behavioral predictors, SASA Interleaved, SASA Simultaneous, Beat Perception, and Stroop Effect. We extracted two factors, the first of which accounted for 54.6% of variance, and the second of which accounted for an additional 25.4% of variance. Table 3 lists factor loadings for these two factors. The first factor shows high loadings for SASA Simultaneous, SASA Interleaved, and Beat Perception; we interpret this factor as reflecting Selective Attention ability. The second factor shows high loadings for Stroop Effect scores only. Finally, the regression analysis was conducted by first including the Selective Attention factor, the Stroop factor, age, musical training, and the interaction between musical training and the three continuous variables as predictors and summed CRM performance across both different-gender and same-gender conditions as the outcome variable. Model selection with was performed by sequentially excising from the model terms that were not significant, using a quasibinomial approach in order to deal with overdispersion.

Given our use of an online experiment design, we could not control the testing environment to the extent which in-lab testing makes possible. This could be a source of cross-subject variability which is consistent across tasks, potentially leading to spurious correlations. To examine this possibility, as a measure of distractibility we calculated reaction time variability across all conditions of the auditory Stroop task, and correlated this metric with performance on the other measures. All correlations failed to reach significance, $p > 0.05$. These results suggest that variability in testing environment is not the primary factor driving our results. Nevertheless, it remains possible that the distractibility of the environment may have changed between tests, and so we cannot rule out the possibility that environmental variability may have added a certain amount of noise to our data. However, research directly
comparing online testing to in-lab testing has revealed that for cognitive and perceptual measurement online testing is no less reliable (Germine et al., 2012). Furthermore, online testing provides several benefits over in-lab testing, including the ability to recruit larger numbers of participants, as well as participant populations which are more diverse and more representative of the general population (Gosling, Vazire, Srivastava, & John, 2004; Buhrmester, Kwang, & Gosling, 2011).

3. Results

3.1 Correlations between cognitive tasks

Summary measures for all behavioral measures are listed in Table 1. Reliability, measured using split-half correlation, was high for the CRM tests, with the Different Gender condition showing a reliability of 0.78, while the Same Gender showed a reliability of 0.93. Nevertheless, visual inspection of score distributions revealed a ceiling effect for some participants on the CRM task in the Different Gender condition, but a floor effect for some participants in the Same Gender condition (see Figure 1), which could potentially limit the possible size of inter-task correlations. Reliability was similarly high for the SASA Interleaved (0.87) and SASA Simultaneous (0.91) tests. However, reliability was lower for the Beat Perception (0.53) and Stroop Effect (0.40) tests. As a result, any null effects for these tests should be interpreted with caution.

Participants who performed better on the non-verbal selective attention tasks tended to perform better on the verbal selective attention tests. Total performance across both SASA conditions, for example, correlated with total performance across both CRM conditions (rho = 0.31; see Figure 2). Contrary to our hypothesis, however, correlations between verbal and non-verbal attention were no stronger for conditions in which the relative usefulness of spectral versus temporal information in segregating the sound streams was matched. For example, the correlation between CRM Same Gender (where talkers were temporally offset) and SASA Simultaneous (rho = 0.17) was not significantly different (> 0.05) from the correlation between
CRM Different Gender (simultaneous talker onset) and SASA Simultaneous (rho = 0.25). The correlation between CRM Same Gender and SASA Interleaved (rho = 0.31) also did not significantly differ from the correlation between CRM Different Gender and SASA Interleaved (rho = 0.36). The size of the Stroop effect did not significantly correlate with performance in any of the selective attention tests (all p > 0.1). Correlations between scores on all cognitive tasks can be found in Table 2.

Participants who performed better on the test of musical beat perception also performed better on both verbal and non-verbal selective attention tests. For example, beat perception correlated with total performance across both SASA conditions (rho = 0.52) and total performance across both CRM conditions (rho = 0.34). However, and again contra our hypotheses, correlations between beat perception and selective attention were not stronger for the conditions of the attention tests that relied on the ability to use temporal information to segregate the sound streams. For example, the correlation between beat perception and SASA Interleaved (rho = 0.48) was not significantly greater than the correlation between beat perception and SASA Simultaneous (rho = 0.48). Similarly, the correlation between beat perception and CRM Same Gender (rho = 0.3) was not significantly greater than the correlation between beat perception and CRM Different Gender (rho = 0.39).

3.2 Musical training and cognitive performance

Participants who reported more years of musical training performed better on selective attention tasks. For verbal selective attention, greater musical training was linked to better performance in both the Same Gender (rho = 0.27, p < 0.05) and Different Gender (rho = 0.37, p < 0.01) conditions, as well as total performance (rho = 0.31, p < 0.05; see Figure 3, top). For non-verbal selective attention, greater musical training was linked to better performance in the Interleaved condition (rho = 0.45, p < 0.001) and the Simultaneous condition (rho = 0.44, p < 0.001), as well as to total performance (rho = 0.47, p < 0.001; see Figure 3, bottom). There was no significant relationship between amount of musical training and the size of the Stroop effect (rho = -0.10, p > 0.1). Finally, participants with a greater degree of musical experience
were better able to detect the beat of music \((\rho = 0.50, p < 0.001)\). Correlations between years of musical training and performance across all cognitive tasks can be found in Table 2.

3.3 Correlations in native English-speaking participants

To investigate whether the above-reported relationships might partially reflect a confounding relationship with age of acquisition of English, these correlations were re-run on a smaller dataset consisting of only those participants who were native speakers of English \((n = 50)\). The only notable change in the pattern of results was that the relationship between verbal selective attention performance in the Same Gender condition and non-verbal attention total performance was no longer significant after FDR correction \((\rho = 0.30, p = 0.053)\). Otherwise, all significant relationships as reported in sections 3.2 and 3.1 remained significant, and all relationships which did not previously reach significance remained below threshold.

3.4 Multiple Regression

A logistic regression was conducted with CRM performance as the outcome variable with predictors of age, musical training, Selective Attention and Stroop (the two extracted factors described above), and the interaction between musical training and the three continuous variables. Terms that were not significant were excised sequentially. The resulting model included age, musicianship, and the interaction between age and musicianship as predictors (see Table 4), with the interaction term highly significant (F test comparing models with and without the interaction, \(F = 8.24, p < 0.006\)). To interpret this interaction, we ran two follow-up logistic regressions with age as predictor and CRM performance as outcome variable in musicians and non-musicians. This analysis revealed that CRM performance does not change with age in the musicians \((F = 0.29, p > 0.5)\), whereas it worsens for the nonmusicians \((F = 8.53, p < 0.01)\). See Figure 4 for a scatterplot illustrating the age by musicianship interaction. No other variables emerged as significant predictors.

4. Discussion
We found that participants who were better able to selectively attend to a target tone stream while ignoring a distractor tone stream were also better able to perceive spoken sentences in the presence of a speech distractor. This finding, along with previous research showing that intensity discrimination under backward masking is associated with speech-in-speech perception (Oberfeld and Klockner-Nowotny 2016), suggests that the ability to direct attention towards auditory objects (and away from distractor objects) is one factor determining successful speech comprehension in the distracting environments which are commonly encountered in everyday life.

Regression analysis, however, revealed that when attention, Stroop performance, age, musicianship, and the interaction between musicianship and the other three predictors were all entered into a regression model, the only predictors which emerged as significant were age, musicianship, and their interaction. There are several conclusions which can be drawn from these findings. First, the interaction between age and musicianship suggests that musical training may have a particularly beneficial effect for speech-in-speech perception later in life. This is in line with previous reports that age-related declines in speech-in-noise perception are smaller in musicians (Zendel & Alain, 2012), and that older adults assigned music training showed gains in speech-in-noise perception relative to a control group who were assigned to learn a visuo-spatial video game (Zendel, West, Belleville, & Peretz, 2019). With respect to the putative link between attention and speech-in-speech perception mentioned just above, there are two possible interpretations of the results of the regression analysis. The first is that the link between attention and speech-in-speech perception is spurious, resulting from the influence of a third variable: musical training. According to this interpretation, musical training enhances executive function, and also enhances speech-in-speech perception, but for reasons unrelated to attention (such as improved bottom-up segregation of sound sources due to more robust subcortical representation of sound, Bidelman & Alain, 2015). An alternate interpretation of these results is that musical training enhances speech-in-speech perception by enhancing attention. Both of these interpretations are consistent with previous reports that
musical training is linked to enhanced executive function skills, including attention, in older adulthood (Amer, Kalender, Hasher, Trehub, & Wong, 2013; Zendel & Alain, 2013; Moussard, Bermudez, Alain, Tays, & Moreno, 2016). Future research could adjudicate between these two interpretations by examining the effects of non-verbal attention training versus control training in older adults.

More musical training was linked to enhanced performance across both frequency-selective and temporally-selective conditions of the CRM tests. There are several possible interpretations of this result. One is that musicians benefit from more precise perception of both temporal and spectral information, boosting the ability to segregate sound sources which are separable in either dimension. Alternatively, domain-general enhancements in the control of auditory selective attention may enable musicians to better direct attention towards target sound streams and away from distractor sound streams, regardless of whether the stimuli are verbal or non-verbal and regardless of the acoustic dimensions which are most useful in separating them. These two possibilities are not mutually exclusive, and in practice the musician advantage (if one exists) may stem from a mix of bottom-up and top-down processes. That correlations between the two frequency-selective conditions and between the two temporally-selective conditions were not stronger than correlations across dimensional selectivity conditions, however, suggests that individual differences in SASA and CRM performance may have been primarily driven by domain-general differences in attentional control, which supports a stronger role for top-down versus bottom-up processing in any putative musician advantage for auditory selective attention. These results do not support accounts of the musician advantage for speech perception in the presence of distractors which posit that that these enhancements stem from increased precision in the perception of a single acoustic dimension. For example, if precise pitch perception were the main factor driving the musician advantage for speech-in-speech perception then the musician advantage should have been attenuated or non-existent in conditions in which the sound sources were less separable by frequency (such as the same-gender condition of the CRM test).
An alternate explanation—which we cannot rule out—is that there are pre-existing differences in auditory selective attention which help determine whether individuals choose to engage in musical training in the first place. Although relationships between degree of musical training and perceptual and cognitive skills have been used to argue for a causal relationship between musical training and cognitive enhancement (Strait and Kraus, 2011), it remains possible instead that perceptual and cognitive factors predict whether an individual will continue to pursue training rather than losing interest (Corrigall et al., 2013; Corrigall and Schellenberg, 2015). For example, links between musical training and speech-in-speech perception may indicate that individuals with heightened auditory attention abilities may be more likely to succeed in music, encouraging them to stay involved in music performance. Alternately, the link between musical training and speech-in-speech perception may reflect a more general cognitive trait which predicts both commitment to musical training and speech-in-speech perception, such as IQ. These factors could be disentangled in future longitudinal music training studies examining selective nonverbal auditory attention, general cognitive factors such as IQ and working memory, and speech-in-speech perception.

The ability to perceive the beat of music was linked to verbal and non-verbal selective attention performance, and correlations were similar for the frequency-selective and temporally-selective conditions. This result suggests that musical beat perception makes demands on attentional control, in accordance with prior findings that musical beat perception relies upon selective attention (Chapin et al., 2010). Thus, listening to speech in competing speech correlates with two different aspects of musical training, attending to one melodic line while ignoring another (i.e. SASA) and perceiving musical beats. Future work could test the hypothesis that these two different aspects of musical training are key in boosting verbal selective attention by examining selective attention and speech-in-speech perception in musicians whose training has focused on different aspects of music perception. For example, drummers have been reported to show a particular advantage for perceiving speech in complex environments, even when compared to vocalists (Slater and Kraus, 2016). An
additional possibility which could be tested by future research is that musicians who perform primarily in groups versus solo and who transcribe melodic lines by ear versus primarily learning written material may also display a larger advantage for verbal selective attention.

We find that the musician advantage is specific to measures of auditory selective attention and does not extend to executive function more generally, as measured using an auditory Stroop test (Green and Barber, 1981), suggesting that musical experience specifically enhances attentional control. This finding contradicts previous reports that musicians display an advantage in inhibitory control, as measured using a variety of measures, importantly including Stroop tasks (Amer et al., 2013; Bialystok and DePape, 2009; Holochwost et al., 2017; Schroeder et al., 2016; Travis et al., 2011). However, there have also been a number of reports that inhibitory control does not differ between musicians and nonmusicians (D’Souza et al., 2018; Slevc et al., 2016; Vasuki et al., 2016; Zuk et al., 2014). There are several contributing factors which might explain this inconsistently reported relationship between musical training and inhibitory control. Slater et al. (2017) reported that percussionists but not vocalists displayed an advantage in inhibitory control relative to nonmusicians, suggesting that an inhibitory control advantage may be linked to experience with only certain instruments or certain genres. The inconsistency of findings regarding musical training and Stroop performance may also be due to the fact that this is a derived measure, leading to low reliability. In the present study, for example, the Stroop test featured the lowest reliability of all of the predictors, which could help explain the lack of a relationship with musical training. Whether musical training enhances inhibitory control may also depend upon the amount of training and the age at which training was begun, which differs across the musician groups defined in these studies. These inconsistent findings may also relate to cross-study differences in statistical power, although across this body of work there is no obvious relationship between the number of participants tested and whether or not an effect of musicianship was found.
In conclusion, our findings suggest that when perceiving speech in the presence of distracting information, listeners may rely on their ability to maintain control over their attentional focus. Musical training may help sharpen this attentional control, leading to advantages in listening in complex environments that extend to both musical and linguistic contexts.
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<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Min</th>
<th>Max</th>
<th>Skewness</th>
<th>Reliability</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CRM Same Gender</strong></td>
<td>45.6%</td>
<td>0%</td>
<td>100%</td>
<td>-0.00363</td>
<td>0.93</td>
</tr>
<tr>
<td><strong>CRM Different Gender</strong></td>
<td>81.7%</td>
<td>2.5%</td>
<td>100%</td>
<td>-1.91</td>
<td>0.78</td>
</tr>
<tr>
<td><strong>SASA Interleaved</strong></td>
<td>2.12</td>
<td>0.61</td>
<td>4.78</td>
<td>0.446</td>
<td>0.87</td>
</tr>
<tr>
<td><strong>SASA Simultaneous</strong></td>
<td>1.83</td>
<td>0.16</td>
<td>4.3</td>
<td>0.733</td>
<td>0.91</td>
</tr>
<tr>
<td><strong>Beat Perception</strong></td>
<td>1.96</td>
<td>-0.42</td>
<td>3.46</td>
<td>-0.672</td>
<td>0.53</td>
</tr>
<tr>
<td><strong>Auditory Stroop</strong></td>
<td>128.9</td>
<td>-14.7</td>
<td>398.5</td>
<td>1.29</td>
<td>0.4</td>
</tr>
</tbody>
</table>

**Table 1.** Summary statistics for all behavioural measures. Reliability was calculated using split-half reliability (odd versus even trials).
<table>
<thead>
<tr>
<th></th>
<th>CRM Same Gender</th>
<th>CRM Different Gender</th>
<th>CRM Total</th>
<th>SASA Simul</th>
<th>SASA Inter</th>
<th>SASA Total</th>
<th>Beat Perception</th>
<th>Stroop Effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>CRM Different Gender</td>
<td>0.69</td>
<td>&lt;0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CRM Total</td>
<td>0.95</td>
<td>&lt;0.001</td>
<td>0.85</td>
<td>&lt;0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SASA Simul</td>
<td>0.17</td>
<td>0.25</td>
<td>0.22</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.21</td>
<td>0.053</td>
<td>0.096</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SASA Inter</td>
<td>0.31</td>
<td>0.36</td>
<td>0.36</td>
<td>0.85</td>
<td>0.017</td>
<td>0.0054</td>
<td>0.0061</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td></td>
<td>0.042</td>
<td>0.013</td>
<td>0.017</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SASA Total</td>
<td>0.26</td>
<td>0.32</td>
<td>0.31</td>
<td>0.95</td>
<td>0.96</td>
<td>0.042</td>
<td>0.0028</td>
<td>0.0095</td>
</tr>
<tr>
<td></td>
<td>0.001</td>
<td>0.001</td>
<td>0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>0.001</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Beat Perception</td>
<td>0.30</td>
<td>0.39</td>
<td>0.34</td>
<td>0.48</td>
<td>0.48</td>
<td>0.52</td>
<td>0.020</td>
<td>0.0028</td>
</tr>
<tr>
<td></td>
<td>0.001</td>
<td>0.001</td>
<td>0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Stroop Effect</td>
<td>0.15</td>
<td>0.07</td>
<td>0.11</td>
<td>0.07</td>
<td>0.11</td>
<td>0.09</td>
<td>0.06</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>0.26</td>
<td>0.59</td>
<td>0.42</td>
<td>0.60</td>
<td>0.42</td>
<td>0.48</td>
<td>0.61</td>
<td></td>
</tr>
<tr>
<td>Musical Training</td>
<td>0.27</td>
<td>0.37</td>
<td>0.31</td>
<td>0.44</td>
<td>0.45</td>
<td>0.47</td>
<td>0.50</td>
<td>-0.1</td>
</tr>
<tr>
<td></td>
<td>0.034</td>
<td>0.0046</td>
<td>0.017</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>0.46</td>
</tr>
</tbody>
</table>

**Table 2.** Spearman's rho and p-values for partial correlations between all study variables, controlling for age. P-values have been FDR corrected using the Benjamini and Hochberg algorithm. Significant correlations are indicated via boldface.
Table 3. Factor loadings resulting from exploratory factor analysis on behavioral predictors. Boldface indicates loadings of greater than 0.5.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Attention Factor</th>
<th>Stroop Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>SASA Interleaved</td>
<td>0.94</td>
<td>0</td>
</tr>
<tr>
<td>SASA Simultaneous</td>
<td>0.91</td>
<td>-0.07</td>
</tr>
<tr>
<td>Beat Perception</td>
<td>0.68</td>
<td>-0.19</td>
</tr>
<tr>
<td>Stroop Effect</td>
<td>-0.10</td>
<td>0.99</td>
</tr>
</tbody>
</table>

Table 4. Parameter estimates from a logistic regression predicting CRM performance summed across both Different Gender and Same Gender conditions from Age and Musicianship. Note that statistics quoted in the text were drawn from direct comparisons of models with and without the predictor whose significance is being addressed.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Coef. Estimate</th>
<th>Standard Error</th>
<th>t value</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept)</td>
<td>2.38</td>
<td>0.78</td>
<td>3.05</td>
<td>0.003</td>
</tr>
<tr>
<td>Age</td>
<td>-0.06</td>
<td>0.02</td>
<td>-2.97</td>
<td>0.004</td>
</tr>
<tr>
<td>Musicianship</td>
<td>-1.85</td>
<td>0.92</td>
<td>-2.02</td>
<td>0.048</td>
</tr>
<tr>
<td>Age:Musicianship</td>
<td>0.07</td>
<td>0.03</td>
<td>2.75</td>
<td>0.008</td>
</tr>
</tbody>
</table>
Figure 1. Scatterplot displaying performance on verbal selective attention (CRM) in same-gender and different-gender conditions.
Figure 2. Scatterplot displaying performance on tests of verbal selective attention (CRM, both conditions) versus non-verbal selective attention (SASA, both conditions).
Figure 3. Scatterplots displaying years of musical training versus verbal selective attention performance (CRM, left) and non-verbal selective attention performance (SASA, right).
Figure 4. Scatterplot displaying age versus speech-in-speech perception in musicians (light grey) and nonmusicians (dark grey). Fit lines have been generated from the logistic regression model predicting CRM performance from the continuous predictor of age and the categorical predictor of being a musician or non-musician, including the significant interaction term which indicates that the changes of performance with age are different in the two groups.