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Abstract
The idea of resolving dispute through the exchange of arguments and reasons has been central to society for millennia. We exchange arguments as a way of getting at the truth in contexts as diverse as science, the court room, and our everyday lives. In democracies, political decisions should be negotiated through argument, not deception, or even worse, brute force. If argument is to lead to the truth or to good decisions, then some arguments must be better than others and ‘argument strength’ must have some meaningful connection with truth. Can argument strength be measured in a way that tracks an objective relationship with truth, and not just mere persuasiveness? This article describes recent developments in providing such measures.
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**Argumentation: What it is and Why it Matters**

Argumentation pervades all aspect of our lives: Arguing things through is at the center of our attempts to come to accurate beliefs about the world, decide on a best course of action and, in a society committed to resolving disagreement without force, convincing others of positions we would like to see accepted. In an argumentative exchange, one might employ many different means and tactics. Some, such as lies and distortions, may support short-term victories or promote narrow self-interest, but are unlikely to give rise to good long-term outcomes. Yet, it is not enough that an argument is endorsed with conviction, and in good faith, to make it compelling: it seems a poorer reason for voting for a candidate that she has six letters in her name than that she has previously successfully held office; it seems a poorer reason for believing a suspect committed the crime that she disliked the victim than that she was seen approaching the victim with a lethal weapon of the kind that killed him; and large-scale randomized controlled trials seem better for accurately judging the efficacy of a drug than anecdotal experience. In other words, some arguments or reasons intuitively seem stronger than others. Is this more than a personal preference? Is there a meaningful, objective standard against which some arguments can be judged as better or worse?

When faced with seemingly clear examples such as those just given, it seems obvious that the answer to this question should be ‘yes’. Indeed, if all arguments were equally ‘good’, it seems impossible that argument could reliably guide us toward truth or good decisions: since arguments can be cooked up for any position, ‘anything goes’ if there is nothing to choose between them. So, a belief in meaningful standards for evaluating ‘good argument’ is arguably implied in the social practice of argument itself, and the privileged role which we accord it. Yet, two millennia of thought have struggled to articulate such standards. This article outlines the limitations of past attempts, describes progress made in providing such standards for increasingly large fragments of everyday informal argument, and identifies the key features for future accounts to cover the remainder.

**Measuring Argument Quality**

*The Limits of Intuition*

It is neither explanatory, nor inferentially justified, to say that arguments are strong simply because intuitively they seem strong. For one, intuitions about strength may diverge. Social psychologists studying persuasion, for example, have sought to establish ‘argument quality’ through pre-testing [1], but all this establishes is that a particular group of participants viewed some arguments as strong; it does not establish the key issue, namely that they were right to do so [2].
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This is readily illustrated with so-called fallacies of argumentation [3, 4]. Fallacies are ‘traps for unwary reasoners’: arguments that might seem strong and convincing but, on closer scrutiny, are not. As will be discussed below, these fallacies provide an important testbed for explanations of argument strength. The very idea of a ‘fallacy’ indicates that people may not agree in their intuitions about strength. So whose intuitions should count and why [5]? The inference that what seems a good argument is a good argument, that is, arguments that happen to convince are arguments that ought to convince, is an inference from ‘is’ to ‘ought’. Such inference is not compelling: One cannot conclude from the fact that there is litter on the street that one ought to litter (or vice versa) [6]. Hence intuition alone seems insufficient even if a majority were to share that intuition.

Argument evaluation requires an independently motivated, general, normative standard which indicates what arguments we should find convincing [7]. There must be reasons for why we should accept this general standard, and it is those reasons that will ultimately ground the quality evaluation of specific individual arguments. This normative standard then provides the yardstick against which argument quality can (objectively) be measured. Such a standard would not only be helpful to our daily lives, it is also crucial to a whole range of scientific goals. Cognitive psychologists wish to assess the quality of people's argumentation (e.g., [8,9,10]) as part of the long tradition of rationality-focussed research on reasoning, judgment and decision-making [11,12]. Educational psychologists who want to improve argument skills [13,14] must know what counts as good argument. Social psychologists studying persuasion are interested in the many factors that influence persuasive success other than the intrinsic quality of the argument [1]. This means they must be able to experimentally manipulate argument quality. For computer scientists, finally, argument quality matters, because artificial intelligence systems providing support in complex, high-level domains aim to provide high-quality advice [15,16], which requires the need to filter, weight and integrate information.

So how can argument quality be measured? What normative standards might be devised? This is the focus of research on rational argument. The present article describes recent developments in this field, highlighting both their theoretical and practical impact.

Past Attempts

The fact that the assessment of argument quality poses both theoretical challenges and speaks to practical needs is nowhere more apparent than in the steady rise of courses (institutional and online), textbooks, and tests, of “critical thinking”. Now an industry in its own right, critical
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thinking education seeks to improve, among other things, argument evaluation: the ability to distinguish good arguments from bad [4]. Yet while it is easy to find examples of arguments that intuitively seem bad, it is hard to provide a meaningful account of exactly why they are bad. Typical guidance in critical thinking textbooks identifies arguments with a particular structure as problematic and cautions against their use, for example, the argument from ignorance (“Ghosts exist, because nobody has proven that they don’t”) or slippery slope arguments (“If we allow assisted dying, we will end up with involuntary euthanasia”).

Historically, the lack of logical validity was identified as the source of weakness: fallacies were fallacies because they were mistaken for deductively valid arguments even though they were not [17]. In the ghosts example above, the premise does not (logically) imply the conclusion, so the premises may be true, yet the conclusions nevertheless false. This is indeed a ‘limitation’ of sorts, but it is one these arguments share with most of everyday argument [18, 19], including arguments we are entirely happy to base actions on: for example, we might consider medicines or GM foods to be safe, because (sufficiently) adverse effects have not been observed [19].

These examples, too, are arguments from ignorance, yet they play a fundamental role in guiding action. So, it cannot be their structure as ‘arguments from ignorance’ that makes them weak or strong. Rather, their specific content matters. This is true of non-deductive argument in general.

By contrast, logical validity rests only on very general, structural properties of arguments. An argument such as:

\[
\begin{align*}
\text{All men are mortal.} & \quad \text{All X are Y.} \\
\text{Socrates is a man.} & \quad \text{Z is X.} \\
\text{Therefore:} & \quad \text{Therefore:} \\
\text{Socrates is mortal.} & \quad \text{Z is Y.}
\end{align*}
\]

is an example of a wider logical “scheme” for which the conclusion follows necessarily from the premises regardless of whether the argument is about men and mortality or the properties of Martians. As a result, argument strength does not vary between different examples of this argument scheme.

The same is not true for the vast majority of day-to-day arguments. These arguments are ampliative in the sense that the conclusion goes beyond the premises: hearing the engine run
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(provide reasonable grounds for believing someone in the car (conclusion), but it is nevertheless possible that nobody actually is. In other words, the truth of the premise cannot guarantee the truth of the conclusion. It simply makes it more likely or more plausible. And the extent to which it does, depends crucially on content features that go beyond those determining logical structure. The structure of an argument from ignorance about drug safety does not change depending on whether one clinical trial has been conducted or fifty, or if the trials were thorough or sloppy. Yet, intuitively, the support for the conclusion that the drug is safe does. Merely, pointing out that the argument is not logically valid does nothing to explain this crucial difference.

The limits of logic in everyday, real world argument were the focus of Toulmin’s influential book The Use of Argument [20]. In its place, Toulmin proposed a framework that has been highly influential. Toulmin breaks arguments down into distinct basic components: the ‘claim’ (the conclusion to be established), data (the facts appealed to in order to support of the claim), ‘warrants’ (reasons that support the inferential link between data and claim), ‘backing’ (basic assumptions that justify particular warrants), ‘rebuttals’ (exceptions to the claim or the link between warrant and claim) and, finally, ‘qualifiers’ (indications of the degree of regularity with which claim may be stated, such as ‘certain’, ‘highly probable’, ‘rare’).

Figure 1 (panels A and B) show an example argument analysed by Hastings ([21], pg. 67) using Toulmin’s framework. This framework seems useful for identifying the components of an overall argument, which in turn is a precondition for argument evaluation: one can’t evaluate the argument before one knows what it is. So, it is no surprise that the Toulmin framework has been used for testing and improving argument skills (see e.g., [22]).

However, beyond the rather trivial fact that an argument is ‘better’ if a reason (warrant) is provided than if it is not, the framework says virtually nothing about evaluation. In particular, it says nothing about whether the warrant itself is more or less compelling. The example in Figure 1C illustrates this; it has all the features highlighted by the Toulmin model, yet reasons, warrants, and backing provide no actual support to the claim.

This is a necessary consequence of the dialectical approach Toulmin takes. In order to move beyond classical logic, Toulmin imports dialectical notions from the courtroom. Argumentation is an activity that happens between two (or more) parties, and dispute is to be resolved through originally legal concepts such as the burden of proof [20,24]. It is the parties who determine what the individual arguments are, because they are the ones who put them forward. What makes
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something a putative reason, is that it is offered as one. However, that is not enough to determine whether or not that reason is good.

Like classical logic, Toulmin’s model fails to engage meaningfully with the actual \textit{content} of claim, data, warrant and backing [23]. Consequently, it has nothing to say about the central question of the degree to which a reason provides genuine support, or, for that matter, whether a rebuttal provides a sufficient counter-argument to overturn a warrant (reason).

This same deficiency characterises other approaches to argument quality that have been framed solely around dialectical considerations. So-called pragma-dialectical theories of argumentation [25,26] try to identify procedural rules that govern argumentative discourse (such as “freedom rules” that allow participants to put forward arguments). Trying to understand these conventions is an important project in its own right. What does not work, however, is leveraging these conventions to explain why an argument such as “ghosts exist, because nobody has proven that they don’t” is fallacious. On this, it is argued that the argument is weak because it is an illegitimate attempt to “shift a burden of proof”. But this fails to explain why the argument seems weak even when read in isolation (without a wider dialectical exchange). It also fails to explain why the argument from ignorance “this drug is safe, because no side effects have been found in clinical trials” does not suffer the same deficiency. In fact, appeals to the burden of proof mistake cause and effect: a poor argument might constitute an illegitimate attempt to shift a burden of proof, but that presupposes that it is a poor argument, it does not explain or define why it is poor in the first place.

In short, argument evaluation must be able to do more than track structural relationships between arguments, or how they relate to dialectical, procedural ‘moves’, it must also be able to somehow \textit{weigh} them. Only then can one derive any overall conclusion. An obvious path (taken by various computational approaches to argument within artificial intelligence, [27]) is to assign numerical weights – numbers that reflect the strength of an argument. But how should such weights rationally be assigned and how should weights for multiple arguments be combined into an overall evaluation? According to what rules?

\textit{Bayesian Argumentation}

Bayesian argumentation seeks to provide an answer to these problems (see Box 1). Bayes’ rule provides an update rule for revising beliefs in light of evidence. This allows one to think of argument evaluation as learning: how much one’s beliefs should change on hearing this argument
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or piece of evidence [28,29]. In other words, one can treat argument evaluation as the (hypothetical or actual) process of determining how great a belief change an argument brings about, with stronger arguments giving rise to greater change, all other things being equal: specifically, the prior degree of belief being equal. This will be the case when comparing arguments for the same claim. In order to compare strength across claims, measures that factor out the prior are also available (see, e.g., what [29] call “argument force”, or suitable measures of confirmation [30]).

What determines belief change is the diagnosticity of this piece of information. To illustrate with an example: when considering the claim that a drug is safe the argument that ‘no side effects have been found in clinical trials’ is of no value if no clinical trials have been conducted. And it is of no value precisely because in this case the observation “no side effects” is as likely to observed if the drug is safe than if it is not. By the same token, if 10 studies have been conducted it is much more likely that they will be observed if the drug is not safe, than if only one such study has been conducted. The example may seem so obvious that it is easy to miss how powerful a notion diagnosticity is. What it forces one to do, is not only consider a generative model of how the evidence (argument) would come about if the underlying hypothesis (claim) were true, but also how it could come about if it were not, thus forcing consideration of alternatives. This distinguishes the Bayesian approach from attempts to capture informal argument through defeasible generalization, the latter of which are vulnerable to irrelevant generalizations due to this omission, see for discussion [31]. Moreover, the concept of diagnosticity applies whether there is a direct, causal link between evidence and claim or the evidence is merely correlated with other, causally efficacious factors. Shoe size correlates with reading ability (via an underlying link with age), hence shoe size supports inferences about reading, even though there are no general laws that would connect reading directly with shoes. In other words, diagnosticity provides a general-purpose measure of informational relevance.

This is what ultimately allows the probabilistic framework to provide a formal, explanatory account of the traditional catalogue of fallacies of argumentation (see Table 1). It has long been observed that the thread running through the catalogue is (failures of) relevance (see also [26,32,33,34]). Appeals to authority are often fallacious, because mere authority (in particular in the sense of power) need have no systematic connection with truth. In the language of diagnosticity: that an authority claims something to be the case may be little or even no more likely if the claim is true, than if it is false. In this case, authority has little to no relevance. However, where the authority rests on relevant expertise, the opinion of that authority is likely to be highly diagnostic. A probabilistic perspective centered around diagnosticity captures these distinctions.
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Because diagnosticity captures relevance, the probabilistic framework arguably offers an account of the majority of fallacies in the catalogue (see Table 1). Crucially, capturing relevance through diagnosticity is not merely a re-labelling exercise: it tells us where to look in order to determine relevance and it provides a numerical measure that supports quantitative inference.

Diagnosticity distinguishes between instantiations of these putative fallacies that do indeed seem weak, from those that seem acceptable, thus revealing that ‘fallacies’ are not fallacies simply because of their structure, but because of their specific content. At the same time, however, the influence of structure is clarified. The probabilistic framework allows one to compare structurally different types of argument, specified over the same set of facts in the world, that is, over the same probability distribution. The probabilistic treatment not only forces clarification of structurally different types of argument from ignorance (see Box 2), it shows also that they will vary in strength when applied in the same context. Different people may vary in the exact underlying probabilities they assign, but those probabilities determine the strength not just of a particular argument, but also other, systematically related arguments.

Furthermore, the probability calculus allows correction in cases where intuition goes wrong. For example, a probabilistic treatment distinguishes clearly between cases of circular argument and circular justifications that genuinely support belief change and ones that do not [36], even where intuition may be hopelessly at sea. The probability calculus may, at heart, be just “formalised common sense” as LaPlace [56] famously put it, but it provides a guide also where intuition breaks down.

By providing a treatment of fallacies, the probability calculus demonstrably expands normative standards for everyday argument significantly beyond what classical logic or Toulmin like accounts can do. To be clear, though it has been outlined how the treatment extends to the bulk of the fallacies in the catalogue [34], only a handful have received detailed probabilistic analysis. In each case, however, this has not just revealed important new distinctions (e.g., Box 2), it has also fostered new empirical work aimed at probing lay intuitions: there is now a growing body of experimental work on arguments from ignorance [59, 60], ad hominem arguments [42,51,61], slippery slope arguments [9,62,63], circular arguments [18,29,64], or appeals to popular opinion [52]. That each of these schemes has been found to contain theoretical and empirical richness of its own should encourage future work.

However, the probabilistic framework is not limited to the fallacies and recent work has started to expand the Bayesian framework to everyday, informal argument schemes that are putatively good,
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not bad. The literature on informal argument has catalogued 60+ schemes [65]. Though not all of these may end up being theoretically distinct, there is also reason to believe that the catalogue is incomplete and that there are, for example, distinct types of causal argument that are not included in this typology [24]. Hahn and Hornikx [31] demonstrate for several sample schemes, including the practically important appeal to expert opinion [10,66], how a probabilistic treatment may help achieve the long-held goal within the scheme-based tradition of a comprehensive treatment of informal argument that (1) is computationally explicit, (2) has a solid normative foundation, and (3) can be used for education. This is further supported by recent demonstration of how the general notion of argument ‘cogency’ can be recast in probabilistic terms [67].

Justifying the Normative Standard

As demonstrated, the Bayesian framework significantly expands the portion of everyday, real-world argument for which there is an applicable normative standard. The Bayesian framework also provides a measure of argument quality that indicates not how beliefs actually change, but how they should change if we were fully rational. Like logic, it sets out ideals that reasoners may or may not live up to. But what is the basis of that “should”? Why should reasoners accept classical logic or the Bayesian framework as a normative standard?

Probability theory ensures “coherence” among beliefs. In effect, it says “if you have these beliefs, then you cannot have these other beliefs” or your beliefs will be inconsistent. In this way, it is just like classical logic. Both evaluate the extent to which a conclusion follows from a particular set of premises. Neither logic nor probability will tell you whether the premises themselves are true, so neither can tell you that the conclusion actually is true (unless premises or conclusion are a logical truth). On reflection, asking anything more from a measure of argument quality is unrealistic. In particular, argument quality can’t hinge on having to await the final verdict on the truth or falsity of particular propositions, given that these are typically themselves part of a wider network of beliefs [68, 69].

Nevertheless, both logic and probability have implications beyond coherence to correspondence, that is, the degree of match between beliefs and world. Consider first inconsistency and incoherence: inconsistent claims, that is, logical contradictions cannot be true. As noted above, inconsistency is just a special case of (probabilistic) incoherence [70]. So-called Dutch book theorems demonstrate that if one’s beliefs are incoherent, then, if one bets in line with one’s beliefs, there will be bets where a loss is guaranteed, regardless of how the world turns out (see e.g., [71]). In effect, we place bets whenever we choose between actions with uncertain outcomes. Incoherent
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probabilities will mean placing bets against nature we cannot win. But the probability calculus does more than rule out these types of sure losses. The Bayesian framework links to the accuracy of our beliefs. A common measure of (in)accuracy is the squared error of a forecast to true value, also known as the Brier score \([72,73]\), proposed originally to evaluate the prediction accuracy of meteorologists. Formal results show that if error is measured via the Brier score then being Bayesian (coherent probabilities plus updating via Bayes’ rule) will minimise the inaccuracy of an agents’ beliefs across “all possible worlds” that can be entertained by that agent, that is, regardless of how the world actually turns out \([74]\). In fact, measuring (in)accuracy this way uniquely implies “being Bayesian”.

The normative ‘bite’ of the Bayesian framework, then, stems from the fact that coherence has implications for correspondence. There is a normative basis in instrumental rationality such that if an agent wants to minimise inaccuracy (in this sense), then that agent should be Bayesian. Of course, we are entirely free to choose not to, but if we do, then the Bayesian framework provides a normative standard.

**Beyond Bayesian Argumentation?**

Our discussion of Bayesian argumentation illustrates what the ingredients of an independently justified normative framework for argument quality are, and what benefits such a framework provides. The ultimate goal, of course, are standards that would apply to all of everyday argument. Known argument schemes for informal argument capture significant proportions of real-world argument, but what does that leave unaccounted for, and how could norms for the remainder be advanced? Examining this is the aim of the “Critical Analysis Project”, an applied project that both seeks to further develop norms for rational argument and to provide an accessible way of communicating argument quality to the general public. This web-based project (http://critical-analysis.org/) conducts critical scrutiny of published newspaper opinion pieces. It sheds light not just on what aspects of argument quality go beyond known schemes, it also provides insight into future directions. Crucially, the role of the analysts in the project is that of a referee, not a (further) party in the debate. This restricts analysis to “objective” criteria in the sense of criteria that anyone with accuracy goals could subscribe to. This, it turns out, once again, seems to give a central role for (in)consistency. Everyday discourse, on inspection, shows many looser, types of inconsistency beyond those directly captured by logic and probability theory. These may involve actions (attacking someone for interrupting and then interrupting oneself) or relations between beliefs and actions (a refusal to ‘put one's money where one's mouth is’).
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Speculatively, this suggests that ‘consistency’ is the fundamental notion underpinning rational argument. This opens up a new, general, perspective on relevance. Relevance and inconsistency are two sides of the same coin: a reason is relevant to a claim precisely to the extent that it could not be accepted without adjusting our views on the claim, if we are to avoid ‘inconsistency’. An irrelevant reason, by contrast, is one we could readily accept without anything having to change. Logic and probability merely spell out particular aspects of this more general, fundamental notion. This makes clear why the role of classical logic in everyday argument is limited. The relevance constraints imposed by logical contradiction are weak: they only rule out states of affairs that are strictly impossible. But most everyday argument concerns whether or not things that are possible actually happen to be true, so these constraints leave most arguments in the space of the allowed. The Bayesian framework provides further consistency, and hence relevance, constraints. The key challenge for future research will be to develop similarly clearly articulated notions of (in)consistency that go beyond them.

Concluding Remarks

Assessing argument quality is a central theoretical and practical concern, yet, it has been difficult to provide non-trivial accounts of what makes arguments ‘good’. While critical thinking books and courses are helpful in getting people to identify arguments, the promise of providing meaningful tools for critical evaluation has been hard to fulfil. The Bayesian framework offers a tool with independent normative justification. It deals by design with the problem of aggregation across multiple pieces of evidence, both for and against a claim [75]. And though it accords well with fundamental intuitions, it also corrects where intuitions go badly wrong. This, in principle, allows the Bayesian framework to provide normative guidance for any area concerned with argument quality and evidence evaluation whether this be education, the courts [76,77,78,79], or intelligence analysts [80,81]. Consequently, the Bayesian framework has enabled new descriptive projects assessing lay understanding of argument quality. For this, the framework has both provided new, theoretically motivated questions for inquiry and new methodological tools [82,19] (see Outstanding Questions). In particular, it becomes possible to compare argument evaluation across very different domains (for example, everyday contexts versus socio-scientific communications) because very different contents can be compared against the same normative standard. The challenge for the future will be developing equally rigorous standards for the remainder of everyday, informal argument. This is clearly an ongoing project, but the discernible shape of what complete account would look like, should now be clear.
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The Toulmin Framework for Argument Analysis

Figure 1 Hastings’ [21] Toulmin diagram (Panel B) of an argument from cause to effect taken from a speech by Dwight Eisenhower (Panel A), see also Hahn et al. [23]. Panel C: A nonsense argument that nevertheless readily fulfils the Toulmin model.
Box 1. Being Bayesian

“Being Bayesian” means two things: 1) assigning probabilities (which represent degrees of belief) in accordance with the laws of probability, and 2) the use of Bayes’ rule for belief revision.

1. The laws of probability provide rules for assigning degrees of belief in a way that is “coherent”. For example, one’s degree of belief in the truth of a claim and one’s belief in the truth of its negation must sum to one. This is not merely an arbitrary mathematical convention. A probability of \( p=1 \) represents certainty, and the fact that a claim and its negation sum to one reflects a logical constraint: either it is the case that Donald Trump is president of the United States or it is not the case that Donald Trump is president of the United States.

2. Bayes’ rule:

\[
P(C|e) = \frac{P(e|C) * P(C)}{P(e|C) * P(C) + P(e|\neg C) * P(\neg C)}
\]

Bayes’ rule details how to combine the prior degree of belief in a claim, \( P(C) \), with new evidence \( e \), to calculate the revised (posterior) degree of belief, \( P(C|e) \), that is, the probability of the claim given the evidence.

Evidence will change beliefs more the more diagnostic that evidence is, that is, the greater the so-called likelihood ratio:

\[
P(e|C)/P(e|\neg C)
\]

In other words, evidence will lead to greater belief change the more likely it is to be found only if the claim is true, as opposed to false (the symbol \( \neg \) represents negation). Evidence that is equally likely either way, is entirely non-diagnostic.
Box 2. Types of argument from ignorance

Types of argument from ignorance

You can say “the dog big” in English, because my English book doesn’t say you can’t

\[ P(C) = \frac{P(\neg \neg e|C)P(C)}{P(\neg \neg e|C)P(C) + P(\neg \neg \neg e|\neg C)P(\neg C)} \]

You can’t say “the dog big” in English, because my English book doesn’t say you can

\[ P(\neg C) = \frac{P(\neg \neg e|\neg C)P(\neg C)}{P(\neg \neg e|\neg C)P(\neg C) + P(\neg \neg \neg e|C)P(C)} \]

You can’t say “the dog big” in English, because my English book does not mention this phrase at all

\[ P(C) = \frac{P(C)P(n|C)}{P(n|C)P(C) + P(n|\neg C)P(\neg C)} \]

Figure I. Arguments from Ignorance with Different Logical Structures.

The examples in Fig. I mimic potential uses of implicit negative evidence in language acquisition (see e.g., [57]) to illustrate three distinct types of argument from ignorance. These vary both in whether the conclusion of the argument is a positive or a negative, and the types of negative evidence involved.

As the examples make clear, implicit ‘negative evidence’ can consist of the absence of explicit evidence against a claim (top example), the absence of explicit evidence for a claim (middle example), or the absence of any explicit evidence either way (bottom example).

To capture this, the formalisation (see e.g., [58]) assumes three possible types of evidence: explicit positive evidence “e” (i.e., the textbook explicitly says the linguistic construction exists), explicit negative evidence “\neg e” (i.e., the textbook explicitly says the construction doesn’t exist), and no explicit evidence, represented as n for ‘nothing’ (i.e., the textbook is silent on the issue). On such a scheme, the absence of explicit positive evidence then is \neg “e” (i.e., the negation of an explicit, positive evidence statement), and absence of explicit negative evidence corresponds to the negation of explicit negative evidence: \neg “\neg e”. This gives rise to the respective versions of Bayes’ rule for each of the three cases.

Because the probabilities in all three arguments are systematically related (e.g., the textbook must either say the construction is grammatical, say it is ungrammatical or fail to mention it), a single set of facts about the world will determine the strength of all three. As a result, there will be systematic relations between these types in terms of argument strength. The figure on the left (Fig. II) illustrates this by showing the results of the application for the three versions of Bayes’ rule, and hence the three different argument strengths, calculated over the same sample probability distribution. This illustrates how the Bayesian formalisation not only provides a quantitative treatment of initial informal arguments, but yields novel insights about the structure of different arguments and the relationships between them.
Fig. II. Sample Posteriors Across a Shared Probability Distribution
Table 1. Representative fallacies from the literature, adapted from [35]. All cases, other than those indicated by #, have been explicated with logical/probabilistic norms. Unless otherwise indicated (again by #) the illustrative experimental work assesses lay peoples’ performance vis-a-vis these norms. Finally, the symbol * is used to indicates experimental work that, although not directly on the fallacy in question, is closely related.
<table>
<thead>
<tr>
<th>Type</th>
<th>Fallacy</th>
<th>Example/Explanation</th>
<th>Exp. study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Invalid inferences</td>
<td>Denial of Antecedent</td>
<td>If p then q; not p; therefore not q.</td>
<td>Oaksford &amp; Chater, 1994 [36]</td>
</tr>
<tr>
<td>of propositional logic</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Affirmation of Consequent</td>
<td>If p then q; q; therefore p.</td>
<td>Oaksford &amp; Chater, 1994 [36]</td>
</tr>
<tr>
<td></td>
<td>Improper Transposition</td>
<td>If p then q; therefore if not p then not q.</td>
<td>Rumain et al., 1983 [37]</td>
</tr>
<tr>
<td></td>
<td>Denying conjunct</td>
<td>Not both p and q; not p, therefore not q.</td>
<td>Khemlani et al., 2014* [38]</td>
</tr>
<tr>
<td></td>
<td>Commutation of Conditional</td>
<td>If p then q; therefore if q then p.</td>
<td>Kaye &amp; Koehler, 1991 prosecutors fallacy [39]</td>
</tr>
<tr>
<td>Syllogisms, e.g.,</td>
<td>Illicit Process - Major</td>
<td>All X are Y; no Z are X; therefore no Z are Y.</td>
<td>Chater &amp; Oaksford, 1999 [40]</td>
</tr>
<tr>
<td></td>
<td>Quantifier Shift</td>
<td>For every x there is a cause y; therefore there is some cause y which is the cause of every x</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Modal Scope</td>
<td>Necessarily, if p then q; therefore, if p, then necessarily q.</td>
<td>Over et al., 2013 * [41]</td>
</tr>
<tr>
<td>Causal</td>
<td>Ad consequitiam</td>
<td>Appeal to consequences; belief accepted/rejected in virtue of good/bad consequences</td>
<td>Hoeken et al., 2012 [42]</td>
</tr>
<tr>
<td></td>
<td>Common Cause</td>
<td>X believed to cause Y, when both caused by Z</td>
<td>Waldman &amp; Hagmeyer, 2005 [43]</td>
</tr>
<tr>
<td></td>
<td>Cum hoc, ergo propter hoc</td>
<td>X and Y co-occur; therefore X causes Y</td>
<td>Adams et al., 2017 [44] #</td>
</tr>
<tr>
<td></td>
<td>Post hoc, ergo propter hoc</td>
<td>X precedes Y; therefore X causes Y</td>
<td>Lagnado &amp; Sloman, 2006 [45]</td>
</tr>
<tr>
<td></td>
<td>Slippery Slope</td>
<td>Inoffensive move W leads, by steps X, Y etc, to unacceptable Z</td>
<td>Corner et al., 2011 [9]</td>
</tr>
<tr>
<td>Diversion</td>
<td>Irrelevant Conclusion</td>
<td></td>
<td>Ricco, 2007 [46] #</td>
</tr>
</tbody>
</table>
## ARGUMENT NORMS

<table>
<thead>
<tr>
<th>Source</th>
<th>Accident</th>
<th>Hasty generalization from very small sample</th>
<th>Tenenbaum, 1999 [53]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ad ignorantiam</td>
<td>Argument from ignorance</td>
<td>Oaksford &amp; Hahn, 2004 [54]</td>
</tr>
<tr>
<td>Other</td>
<td>Question Begging</td>
<td>Petiotio Principii; premise assumes conclusion</td>
<td>Hahn &amp; Oaksford, 2007 [29]</td>
</tr>
<tr>
<td>Emotion</td>
<td>Ad baculum</td>
<td>Threatens force if conclusion not accepted</td>
<td>Van Eemeren et al., 2015 [48]</td>
</tr>
<tr>
<td></td>
<td>Ad misericordiam</td>
<td>Argues for conclusion using irrelevant appeal to pity</td>
<td>Van Eemeren et al., 2009 [49]</td>
</tr>
<tr>
<td>Language</td>
<td>Ambiguity</td>
<td>Structural or lexical (equivocation); cogency depends on ambiguous meanings</td>
<td>Ervas et al. 2015 [50]</td>
</tr>
<tr>
<td>Complex Question</td>
<td>Abusive presupposition: When did you stop beating your wife?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Composition/Division</td>
<td>Properties of whole attributed to parts and vice versa</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vagueness</td>
<td>Hinges on vagueness of argument’s terms.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Straw Man</td>
<td>Ignoratio elenchi; conclusion irrelevant to issue at hand</td>
<td>Schumann et al., 2019 [47]</td>
<td></td>
</tr>
</tbody>
</table>

*Argues against a caricature of an opponent's argument.*