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Abstract

The study of academic peer review is often difficult owing to the confidentiality of reports. As an occluded genre of writing that nonetheless underpins scientific publication, relatively little is known about the ways that academics write and behave, at scale, in their reviewing practices. In this chapter, we describe for the first time the database of peer review reports at PLOS ONE, the largest scientific journal in the world, to which we had unique access. Specifically, we detail the approach that we took to training a multi-label, multi-class text classifier using the TenCent NeuralClassifier toolkit to examine the peer review reports. Although this resulted in a predictable failure to produce accurate levels of recall and precision, we argue that as these technologies further develop there are a range of uses – for both good and ill – that could be used to machine-read these archives.

1. Introduction - Reading Peer Review

Peer review is the system by which manuscripts are vetted for validity, appraised for originality, and selected for publication as articles in academic journals (serials) or as academic books (monographs). Since an editor of an academic title cannot be expected to be an expert in every single area covered by a publication and since it appears undesirable to have a single person controlling the publication’s flow of scientific and humanistic knowledge, there is a need for input from more people. Manuscripts submitted for consideration are shown to external expert advisers (peers) who deliver verdicts on the novelty of the work, criticisms or praise of the piece, and a judgement of whether to proceed to publication. A network of experts
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1 Portions of this chapter are adapted from the openly licensed Martin Paul Eve et al, Peer Review and Institutional Change in Academia, Cambridge 2021.
with appropriate degrees of knowledge and experience within a field are coordinated to yield a set of checks and balances for the scientific and broader research landscapes. Editors are then bound, with some caveats and to some extent, to respect these external judgements in their own decisions, regardless of how harsh the mythical “reviewer 2” may be.²

The premise behind peer review may appear sound or even incontrovertible. Who could object to the best in the world appraising one another, nobly ensuring the integrity of the world’s official research record? Yet, considering the system for even a few moments leads to several questions. What is a “peer” and who decides? What does it mean when a “peer” approves somebody else’s work? How many “peers” are required before a manuscript can be properly vetted? What happens if “peers” disagree with each other? Does (or should) peer review operate in exactly the same fashion in disciplines as distinct as Neuroscience and Sculpture? Particle Physics and Social Geography? Math and Literary Criticism? When academics rely on publications for their job appointments and promotions, how does peer review interact with other power structures in universities? Do reviewers act with honour and integrity in their judgements within this system?

It is abundantly clear that the peer-review process is far from infallible. Every year, thousands of articles are retracted (withdrawn) for containing inaccuracies, for conducting unethical research practices, and for many other reasons.³ On occasion, this has had devastating consequences in spaces such as public health. The
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at-the-time respected researcher Andrew Wakefield’s notorious 1998 retracted paper claiming a link between the mumps, measles, and rubella (MMR) vaccine and the development of autism in children was published in perhaps the most prestigious medical journal in the world, *The Lancet*. The work was undoubtedly subject to stringent single-blind pre-publication review and was cleared for publication. Yet the article was later retracted and branded fraudulent, having caused immense and ongoing damage to public health. It is, alas, always easier to make an initial statement than subsequently to retract or to correct it. As a result, a worldwide anti-vaccination movement has seized upon this circumstance as evidence of a conspiracy. The logic uses the supposed initial validation of peer review and the prestige of *The Lancet* as evidence that Wakefield was correct and that he is the victim of a conspiratorial plot to suppress his findings. Hence, when peer review goes wrong, the general belief in its efficacy, coupled with the prestige of journals founded on the supposed expertise of peer review, has damaging real-world effects. Indeed, there are longstanding criticisms of the validity of peer review, exemplified in Franz J. Ingelfinger’s notorious statement that the process is “only moderately better than chance” and Drummond Rennie’s (the then deputy editor of the Journal of the American Medical Association) “if peer review was a drug it would never be allowed onto the market.”

Despite the aforementioned challenges, the role of peer review in improving the quality of academic publications and in predicting the impact of manuscripts through criteria of “excellence” is widely seen as essential to the research endeavour. As a term that first entered critical and popular discourse around 1960 but also as a practice that only became commonplace far later than most suspect, peer review is sometimes described as the “gold standard” of quality control and the majority of researchers consider it crucial to contemporary science. Indeed, peer review is
much younger than many suspect. In 1936, for instance, Albert Einstein was outraged to learn that his unpublished submission to Physical Review had been sent out for review. Yet, despite its relative youth, peer review has nonetheless become a fixture of academic publication. This raises the question, though, of why this might be the case. For surprisingly little evidence exists to support the claim that peer review is the best way to pre-audit work, leading Michelle Lamont and others to note the importance of ensuring that “peer review processes [...] are] themselves subject to further evaluation.”

Research into peer review processes, however, can be difficult to conduct. Nevertheless, this has not prevented a burgeoning field from emerging around the topic. Certainly, following the influential work of John Swales, there has been
an ever-increasing number of studies that examine the language and mood of published academic articles, grant proposals, and editorials. 

This is not surprising. After all, as Peter van den Besselaar, Hélène Schiffbaenker, Ulf Sandström, and Charlie Mom note, “[l]anguage embodies normative views about who/where we communicate about, and stereotypes about others are embedded and reproduced
in language.”12 Indeed, a number of existing studies have examined the linguistic properties of peer review reports written by the authors themselves.13

2. Scaling our Understanding of Peer Review Using Neural Networks

As part of our Andrew W. Mellon Foundation-funded project, “Reading Peer Review,” we were granted access to the archive of peer review reports at the world’s largest, trans-disciplinary scientific journal, *PLOS ONE*.14 This title has a radical policy on peer review that is different to many other journals. As Catriona J. MacCallum put it, “[t]he basis for [...] decisions” in conventional pre-publication peer review “is inevitably subjective. The higher-profile science journals are consequently often accused of ‘lottery reviewing,’ a charge now aimed increasingly at the more specialist literature as well. Even after review, papers that are technically sound are often rejected on the basis of lack of novelty or advance.”15

*PLOS* wanted to work differently. The peer-review procedure at *PLOS ONE* is predicated on the idea of “technical soundness” in which papers are judged according to whether or not their methods and procedures are thought to be solid, rather than on the basis of whether their contents are judged to be important.16 This is a model in which reviewers should not accept or reject a paper for its novelty or significance, but should only assess its scientific validity. Hence, *PLOS ONE* will accept replication studies, null results (where an experiment didn’t work), and other forms of scientific output that might not be published elsewhere. Thus, *PLOS ONE* was designed to “initiate a radical departure from the stifling constraints of
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14 The database was supplied to us electronically for offsite use and storage.


this existing system.” In this new model, it was claimed, “acceptance to publication [would] be a matter of days.”

We were provided by PLOS with a database consisting of 229,296 usable peer-review reports written between 2014 and 2016 from PLOS ONE. There were other reports in this database, but the identifiers assigned to them made it impossible to group these reports by review round and so these data were discarded. We wanted to know: how have the radical propositions that led to the creation of PLOS ONE affected actual practices on the ground in the title? Do PLOS reviewers behave as one might expect given the radicalism on which PLOS ONE was premised? And what can we learn about organisational change and its drivers? These broader questions are addressed in the book that came out of the project.

In order to understand the composition of the archive and to communicate these findings in a way that does not cite any material directly, for reasons of data protection, we undertook a qualitative coding exercise (specifically domain and taxonomic descriptive coding) in which three research assistants collaboratively built a taxonomy of statements derived from the longer reviews. In order to achieve intersubjective and, as far as possible, some intercultural linguistic assessment of the database, we had a diverse team of coders. Two of the research assistants were native English speakers based in London in the United Kingdom, although we note that the policed boundary of “native” and “non-native” speakers comes with both challenges for the specific study of peer review, but also with postcolonial overtones. The third research assistant was an L2 English speaker (English as a second language) based in Lethbridge in Canada with significant social scientific background experience, including with this kind of coding work.

The goal of our coding exercise was to delve into the linguistic structures and semantic comment types that are used by reviewers, following previous work by Fortanet. In order to mitigate against identity subjectivities in the coding process, each report was coded in triplicate – in which each research assistant worked at first individually but then regrouped to build collaborative consensus among the group on both sentiment and thematic classification – thereby constructing an
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17 MacCallum, ONE for All: The Next Step for PLoS.
18 Eve et al., Peer Review and Institutional Change in Academia.
intersubjective agreement on the labels assigned for each term.\textsuperscript{22} The downside of this approach is that, clearly, we traded accuracy for volume. This resulted in 78 triplicate tagged reports, consisting of 2,049 statements. Given the constraints on our resources, we hoped nonetheless that we could use the coded statements as a training resource for a neural network text classifier, to extrapolate up our claims about the archive.

Our coding exercise eventually built the following taxonomy of peer-review statements:

\begin{table}[h]
\centering
\begin{tabular}{|l|l|l|}
\hline
High-Level Category & Fine-Grained Category & Explication  \\
\hline
Data & Data & A reference to results and/or data.  \\
\hline
Data & Data commentary & A description of or commentary upon data. For instance, a reference to a chart’s legend.  \\
\hline
Data & Interpretation & Extrapolation from data. This category can overlap with data analysis/treatment.  \\
\hline
Data & Analysis/treatment & How data are treated after collection. This includes data analysis and statistical analysis. It can also refer to secondary data (sets).  \\
\hline
Data & Presentation & Includes reference to data display. Also includes comments on formatting, size of tables, redundancy of images, visibility of images, and size of the images.  \\
\hline
Field of Knowledge & (Knowledge) Statement & A statement that the reviewer makes (about fact or community agreed notions). Does not apply to the reviewer paraphrasing the original article. Relates to knowledge claims by the reviewer and/or authors.  \\
\hline
\end{tabular}
\caption{The taxonomy of statements built for the Reading Peer Review project from the PLOS ONE database.}
\end{table}

<table>
<thead>
<tr>
<th>Field of Knowledge</th>
<th>Information for author(s)</th>
<th>Statements that indicate a reviewer’s subjective opinion. E.g., “I consider it appropriate to…”</th>
</tr>
</thead>
<tbody>
<tr>
<td>Field of Knowledge</td>
<td>Positioning</td>
<td>Reference to ways in which/to what extent the authors position concepts/ideas in relation to others. Can also imply/require the Literature tag (see below).</td>
</tr>
<tr>
<td>Field of Knowledge</td>
<td>Literature</td>
<td>Explicit reference to secondary literature. Negative sentiment score in this category refers to misinterpretation or misrepresentation of literature, or lack of relevance of references employed.</td>
</tr>
<tr>
<td>Field of Knowledge</td>
<td>Revision</td>
<td>A comment on whether revisions have been made. A positive sentiment score in this category indicates revisions met while a negative means the opposite. This category also includes corrections and reference to subsequent/previous revisions.</td>
</tr>
<tr>
<td>Field of Knowledge</td>
<td>Holistic revision</td>
<td>Reviewer signals a range of issues to be fixed through revisions (referring to multiple categories).</td>
</tr>
<tr>
<td>Field of Knowledge</td>
<td>Fallibility</td>
<td>Instances where the reviewer admits they may not be correct in their opinion/criticism or admits inadequacy of and uncertainty around judgement.</td>
</tr>
<tr>
<td>Field of Knowledge</td>
<td>Tone</td>
<td>Tone of reviewer exhibits bias against non-western submission/language (patronising). Tone of reviewer exhibits <em>ad hominem</em> attack on author or team of researchers. Also used to denote overly familiar personal register/tone. Awarded appropriate sentiment score if tone implies praise or critique of manuscript.</td>
</tr>
<tr>
<td>Field of Knowledge</td>
<td>Potential/significance</td>
<td>A remark upon the significance of findings/data/results/work. This also includes the potential of contribution to knowledge or research; references to reproduction of experiments. Also used to flag poor scholarship and auto-plagiarism via a lack of novelty. Note that this category of “significance” should not be a criterion used for judgement of admission within the <em>PLOS ONE</em> ecosystem.</td>
</tr>
<tr>
<td>Expression</td>
<td>(English) Language</td>
<td>Reference to use of English, languages other than English, native/non-native speakers.</td>
</tr>
<tr>
<td>------------</td>
<td>-------------------</td>
<td>-----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Expression</td>
<td>Typographical errors</td>
<td>Reference to surface level errors, including grammatical errors. Lack of consistency denotes strongly negative sentiment. Trivial typos are low sentiment score. Comments on punctuation are attributed using this tag.</td>
</tr>
<tr>
<td>Expression</td>
<td>Terminology</td>
<td>Use/deployment of subject-specific terminology. Can refer to accessibility of terms.</td>
</tr>
<tr>
<td>Expression</td>
<td>Cohesion</td>
<td>Comments on linkage between sections of paper in terms of correlation, structure and organisation.</td>
</tr>
<tr>
<td>Expression</td>
<td>Style</td>
<td>Comments on adhesion to house style.</td>
</tr>
<tr>
<td>Expression</td>
<td>Citation</td>
<td>Referencing and citation practice; includes lack of appropriate citation.</td>
</tr>
<tr>
<td>Expression</td>
<td>Summary</td>
<td>When a reviewer summarises or signals a section of paper. Also used as a form of transition before critique. Includes quotations from original text, including title.</td>
</tr>
<tr>
<td>Expression</td>
<td>Transition</td>
<td>A transitive statement which makes no reference to the manuscript. Includes notes to editors.</td>
</tr>
<tr>
<td>Methodology</td>
<td>Methodology</td>
<td>Broader approach to methods adopted. Also refers to rationale, justification or basis for research. Ethical issues/concerns.</td>
</tr>
<tr>
<td>Methodology</td>
<td>Statistics</td>
<td>In general and/or explicit reference to statistics including statistical tests. Explicit reference to or use of statistical tests such as Analysis of Variance (ANOVA), Student’s T-Test, Pearson, correlation coefficients, Mann Whitney (package).</td>
</tr>
<tr>
<td>Methodology</td>
<td>Experimental design</td>
<td>Reference to a series of experiments, hypotheses, sample size, control groups, parameters, data collection tools, inferential/descriptive statistics, correlation, data modeling.</td>
</tr>
<tr>
<td>Methodology</td>
<td>Method</td>
<td>Refers to the description of method, including procedures, techniques, and discussion of advantageous alternatives.</td>
</tr>
<tr>
<td>--------------</td>
<td>--------------</td>
<td>---------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Methodology</td>
<td>Limitations</td>
<td>Discussion of limitations.</td>
</tr>
<tr>
<td>Omission</td>
<td>Implied omission</td>
<td>Implies that something is missing without explicitly stating it.</td>
</tr>
<tr>
<td>Omission</td>
<td>Omission</td>
<td>Explicitly states that something is missing.</td>
</tr>
<tr>
<td>Omission</td>
<td>Accuracy</td>
<td>Comments on the accuracy of (data) description (definitions). Can refer to factual or descriptive inaccuracy. Can also refer to (lack of) precision.</td>
</tr>
<tr>
<td>Omission</td>
<td>Elaboration</td>
<td>Request for more detail, information, clarification or precision. Different to omission in the sense that omission is about something that isn't there at all whereas this tag calls for supplementation.</td>
</tr>
<tr>
<td>Omission</td>
<td>Argument/analysis</td>
<td>Discussion of data/results. When there is &quot;omission,&quot; it is unlikely that this tag will be used also.</td>
</tr>
<tr>
<td>Omission</td>
<td>Ambiguity</td>
<td>Reference to clarity, vagueness. Can connote positive (as clear, well worded etc.) as well as negative sentiment. Instances where something not clear to reviewer.</td>
</tr>
<tr>
<td>Omission</td>
<td>Argument</td>
<td>Pertains to clarity of argument - exposing point of view. Distinct from &quot;argument/analysis&quot; in that it deals with literature. Can also refer to the phrasing of an argument. Negative sentiment can refer to redundant or unconvincing argument. Explicit reference to logic or logical can imply this category. Also refers to the coherence of an argument. Claims implying criticism/agreement.</td>
</tr>
<tr>
<td>Omission</td>
<td>Implied criticism</td>
<td>Used for tagging questions from reviewers. Negative meaning/critique implicit. For instance, &quot;Would this manuscript benefit from X?&quot;</td>
</tr>
<tr>
<td>Section</td>
<td>Outcome</td>
<td>Publishability and suitability of results/data/findings. Relates to publishability of specific paper. Usually with reference to the admissibility criteria of PLOS ONE.</td>
</tr>
</tbody>
</table>
In order to conduct our computational reading test, we built a multi-class and multi-label text classifier based on the TenCent NeuralClassifier toolkit.\textsuperscript{23} Although multi-class and multi-label text classification is a difficult task and even though we were only possessed of a relatively minimal, albeit robust, training set, the neural network was good at classifying certain types of input text. In particular, the network performed well at recognising requests for revision and/or outcome statements. For example, the generic statement “I do not recommend publication” was tagged by the network as pertaining to “revision” and “outcome.” Some other types of broad statements were also accurately classified: “In particular I am left confused as to how the results fit in here” was marked as “ambiguity” and “cohesion” by the software.

However, the specific challenges of implementing an accurate classification system were many. First, the tagged data proved insufficient for these purposes. The labour-intensive processes of triplicate tagging gave us the confidence that we needed in the material that had been tagged, but this came at the expense of volume. Further, since each tagged statement was relatively short it was difficult to train natural-language processing toolkits to identify salient features; there is not

\begin{tabular}{ |c|c|p{11cm}| } \hline
Section & Overarching comment & \multicolumn{1}{|p{11cm}|}{Used for tagging comments that broadly apply to the whole manuscript.} \\
\hline
Section & Conclusion & \multicolumn{1}{|p{11cm}|}{Reference to the results of interpretation and/or analysis. Can also refer to results/findings. Reference to implications of results. Also refers to limitations of study.} \\
\hline
Section & Abstract & \multicolumn{1}{|p{11cm}|}{Reference to the work’s abstract.} \\
\hline
Section & Appendix & \multicolumn{1}{|p{11cm}|}{Reference to an appendix in a work.} \\
\hline
\end{tabular}

a huge volume in each case for the network to identify. As above, there are also instances where we did not find and tag particular types of statement, such as those pertaining to ethics. Finally, since each statement was written by different authors (reviewers), with different primary languages, the strength of these linguistic differentiations – as opposed to the words used within different types of classificatory statements – appear to be pulled to the fore. As such, this study is limited to a relatively small sample size with a relatively good accuracy level within that sample.

Hence, while the network appears to work well at classifying statements that have appeared in almost all reviews – for instance, the outcome example above – it performed poorly at identifying less frequent types, such as “fallibility.” The network was unable, for example, to ascribe a label to the statement “I must confess that I am not an expert with respect to these methods,” a clear assertion of fallibility. Further, various statements around originality were not tagged with any accuracy. For instance, “There is nothing technically wrong with the paper, but it is not that original” was marked as an “overarching comment,” which is a fair assessment. However, no label noting that this was a statement about originality or novelty was ascribed, regardless of the training parameters that we fed to the network.

A further method for “distant reading” the corpus is, of course, to conduct a simple text search through the reviews. This is how we identified the “missing” statements on ethics to which we earlier referred. This can be useful to find examples of specific kinds of practice. For instance, to identify overly aggressive reports we used a simple tool, “grep” (globally search a regular expression and print), to look for instances of the word “useless” in the top-800 longest reports. This yielded harsh reports that included phrases such as “Fig 12 is almost useless”; “the null model seems somewhat useless”; “remove the repeated useless sentences”; “I found the [secondary subject matter] results to be EXTREMELY distracting, and essentially useless”; “this work appears to be all but useless” and so on. What such searching cannot tell us, though, is the prevalence of such practices. For instance, the above examples were found using an extremely simple keyword search pulled from the top of our heads. There will be many instances of ad hominem or vicious attack that use different terms and the only reliable way, at present, to identify these is to read and to tag the reports themselves.

In addition to this, capital letters (as in the above “EXTREMELY” example) are relatively easy to detect and sometimes indicate strong sentiment of one kind or another. However, detection of these is not as simple as a regular expression (“\b[A-Z][A-Z]+\b”) as this will also pull out the many acronyms used in scientific practice.
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It is also not clear that capital letters denote strong sentiment in one direction or another; “WOW” can indicate “WOW this is a brilliant paper,” but it can equally likely specify “WOW, this paper was terrible.” Furthermore, on occasion capital letters are used to denote section headings and/or specific portions of a paper (“in the METHOD section”). In this way, the extraction of capital letters – without a pre-built blacklist of words to exclude – is likely to result in many false positives.

A further way of exploring the corpus at scale is to use the techniques of “topic modeling,” a technique that finds co-occurring words and bundles them into so-called “topics.” Hence, a “topic” in a recipe book might be: “sugar,” “icing,” “sweet,” “jelly.” Topic modeling generally uses a process called “Latent Dirichlet Allocation” (LDA) in order to cluster together terms that probabilistically co-occur in similar contexts. This is a useful way to explore a dataset and to infer the groups of terms that most frequently crop up together; that is, which “topics” are explored within a corpus (a three-level hierarchical Bayesian model, in which each item of a collection is modeled as a finite mixture over an underlying set of topics). As Ben Schmidt notes, this approach “does a good job giving an overview of the contents of large textual collections; it can provide some intriguing new artifacts to study; and it even holds [...] some promise for structuring non-lexical data like geographic points.” However, LDA is also a dangerous method. This is because there is no way to infer why topics have been grouped together. In particular, surprising groupings that appear to exhibit coherence may not be as well bound as we would like to think. As Schmidt continues,

still, excitement about the use of topic models for discovery needs to be tempered with skepticism about how often the unexpected juxtapositions LDA creates will be helpful, and how often merely surprising. A poorly supervised machine learning algorithm is like a bad research assistant. It might produce some unexpected constellations that show flickers of deeper truths; but it will also produce tedious, inexplicable, or misleading results.

That said, as an exploratory exercise that others may wish to take further, we produced a twenty-topic model using the MALLET tool based on the same corpus of 800 reports using the default hyperparameters and with stop words excluded. The results for this are shown in Table 2.

Table 2: A topic model of the 800 longest reports in our database of reviews at PLOS ONE.

<table>
<thead>
<tr>
<th>Topic Number</th>
<th>Topic Terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>authors manuscript paper study comments data review results current previous discussion work addressed major provide reviewer research information important studies</td>
</tr>
<tr>
<td>2</td>
<td>interests competing samples genetic dna populations population gene pcr table strains sequences figure structure loci sequencing individuals analysis chromosomes number</td>
</tr>
<tr>
<td>3</td>
<td>paper data case make point time clear important find fact understand general evidence e.g i.e model number high approach literature</td>
</tr>
<tr>
<td>4</td>
<td>line lines page sentence paragraph change suggest section figure results text table discussion reference manuscript remove delete add replace information</td>
</tr>
<tr>
<td>5</td>
<td>genes gene expression analysis number sequences sequence genome rna authors expressed species biological fig methods transcripts data results transcriptome proteins</td>
</tr>
<tr>
<td>6</td>
<td>model method models paper approach parameters system distribution set network number dataset parameter distributions author proposed performance simulations equation networks</td>
</tr>
<tr>
<td>7</td>
<td>species study habitat lines area model spatial population areas line fish variables sites models distance size individuals data prey year</td>
</tr>
<tr>
<td>8</td>
<td>study treatment patients group participants trial intervention studies outcome pain analysis groups clinical outcomes research control care reported patient measures</td>
</tr>
<tr>
<td>9</td>
<td>patients study blood clinical studies disease plasma levels authors activity acute group tissue serum negative ace sensitivity mir cortisol healthy</td>
</tr>
<tr>
<td>10</td>
<td>social behavior females males male authors individuals scer_sct lcl study female group behaviors human sex calls behaviour pointing sexual attention</td>
</tr>
<tr>
<td>11</td>
<td>fire area page e.g subject trees specific stand bone signals motion intensity study science frequency subjects biochemistry atmospheric stands fires</td>
</tr>
</tbody>
</table>
### Table 1

| 12 | food hsv animals infection mice diet authors bees response dose resistance treatment weight pigs bacteria immune intake group larvae virus |
| 13 | participants task authors condition experiment effect stimuli results memory performance responses effects experiments stimulation response conditions experimental visual trials learning |
| 14 | cells authors cell figure fig expression data shown protein experiments levels control show mrna mice state manuscript results effect antibody |
| 15 | species phylogenetic taxa tree xxx based diversity sequences analysis clade character genus specimens support trees present phylogeny group taxonomic found |
| 16 | age health risk table page women population study prevalence model factors children results years variables cases analysis paragraph hiv year |
| 17 | null partly disease n/a cancer vaccine hpv page cervical women vaccination safety doi group gardasil adverse rate don't map human |
| 19 | data results authors analysis table methods study differences significant discussion statistical figure time section values effect test information sample size |
| 19 | species water soil temperature change growth plant plants concentrations climate samples concentration biomass sites fish site study conditions carbon community |
| 20 | fig protein binding manuscript light proteins figure structure shown images domain mutant site sequence image residues cry region structures pax |

Some of these topics appear easy to interpret. Group one, comprising “authors,” “manuscript,” “paper” and so on cluster meta-statements about the paper, its submission, and the review process. It is curious, though, that “important” should find its way into the work here (although “not important” would also trigger this, so no sentiment value should be inferred). Certainly, there are multiple contexts within which the word “important” can appear. For instance, “it is important that the author address these points” is as likely a statement as “this paper is extremely important.” Nonetheless, given that *PLOS ONE* specifically disavows importance from its criteria, it is significant that the term should appear so prominently among statements that are otherwise common in opening gambits.

Topic four, by contrast, clearly pertains to the mechanics of a paper and suggested corrections. Its functional emphasis on the “line,” “sentence,” “page,” “figure,” “table” and so forth – coupled with “suggest,” “add,” “replace,” and “delete” is the archetypical set of terms that we find in revision requests. In our experience of tagging, such language is prevalent during line-by-line commentaries that usually take the form of “line 123: suggest adding X.”

Several of the topics relate to subject matter that is clearly of disciplinary interest to and prominent within *PLOS ONE*. Topics two and five, for instance, are
concerned with genetics. Topic seven appears to be biology; topics eight and nine circle around medicine and clinical trials; topic ten relates to reproduction, mating, and sexuality; topic twelve seems to indicate dietary behaviours; topic fifteen is about biological taxonomies; topic sixteen is on ageing; and so on.

Of course, anyone who knows anything about *PLOS ONE* might have guessed that such terms would cluster together and be found as separate strata. For us, the more useful indicators are not the subject groupings, which one would expect, but the functional parameters. We can anticipate scenarios under which knowledge of the distinct linguistic layer of line-by-line corrections, for instance, could be extracted and formed into editorial “to-do” lists. We could also imagine automatic detection of appraisal of novelty and importance, and a flagging system that could warn the editor of such an approach (and that it should not be used in the judgement of articles). The challenge, as ever with topic modeling, though, is that the topics that seem clearly thematically clustered are obvious, while the ones that exhibit less coherence (say, topic 20) are baffling.

3. Conclusions

The resources required to train a neural network for accurate multi-class and multi-label identification over the whole corpus were greater than those available to us. Indeed, the quality of the classification engine is directly proportional to the volume and accuracy of the training data. While our exercise yielded insights – particularly through LDA and plain-text search methods – to classify accurately the whole corpus and then to make deductive statements with any certainty requires a great deal more work at the corpus preparation stage. In short, while our experiment in using machine learning to examine the entire corpus of reviews might have worked well for certain types of statement, such as those pertaining to outcome, the uncertainty around, and low levels of, accuracy mean that any quantitative analysis based on the broader corpus, read at distance, would be unacceptably imprecise. Nonetheless, the moments of success in the network seem to indicate that those with broader resources for tagging and access to a large corpus of review reports might, in future, see some benefit in using this approach. For instance, we can envisage situations where such a network could detect hostile tone and warn the reviewer that s/he is being overly harsh or *ad hominem*. We could also imagine situations in which such a classifier could distinguish reviews that were structured in an unusual/idiosyncratic manner. While this would not rule out the review from being useful, it could give an indication that the reviewer is inexperienced or working away from norms of the form. That said, if the network were used by publishers to insist on normative practices in review, then this could stifle new ways of writing and operating.
Our experiments in using machine learning to read at scale taught us that, in essence, the results are only ever as good as the data that are fed in. Garbage in? Garbage out. We did not have garbage; our training data were robust, but they were not voluminous. However, to build an ultra-robust and massive corpus that would have made the AI methods work at scale would have required more labour effort than we could afford. This is perhaps the lesson that our AI approach taught us: it is resourcing and people that are the scarcities, not technology.
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