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September 13, 2021

Abstract

Should accountability be introduced to organizations that are learning about the
right policies to achieve their goals? I develop an agency model focusing on the
interactions between accountability and an agent’s intrinsic motivation. More
effort by the agent leads to more informative policy outcomes and thereby better
policy learning. Holding the agent accountable for the policy outcomes motivates
the agent and thus improves policy learning. However, by removing the agent
from office upon policy failure and thereby taking away his benefit from learning
through failure, accountability also discourages the agent. This negative effect is
more substantial when the intrinsic motivation is higher. The principal, therefore,
refrains from using accountability on the agent who is more intrinsically motivated.
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Weelden, Stephane Wolton, Ron Smith, Mike Ting, seminar participants at Columbia University
Comparative Politics Seminar and Political Economy Breakfast Seminar, and panelists at the 2015
Annual APSA Conference, the 2015 Annual MPSA Conference, and the 2015 Annual SPSA Conference.
All remaining errors are my own.
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Should a wartime president sack a general who implements an initial strategy but

fails to achieve its strategic goals? The conventional wisdom is that accountability

serves as an external motivation for better performance, and the president should hold

the general accountable. Certainly, the general’s implementation of the initial strategy

affects the immediate outcome. Yet, in war, the engaging parties often need to learn the

right strategy to achieve their goals. Failure of the initial strategy generates valuable

information for learning and it is more informative if the general does not slack in

implementing the initial strategy. If the general would be sacked upon the failure, the

general might be discouraged to work in the beginning because he would not be able

to use the knowledge gained from learning through failure to achieve the final success.

Accountability, in this case, could backfire.

In the early years of the US civil war, President Lincoln considered whether to

sack General George B. McClellan who was making little progress in fighting the war.

Eventually, Lincoln held McClellan accountable and dismissed him from his position.

McClellan was believed to suffer from a lack of personal motivation. Many organiza-

tions face the same question that a wartime president encounters. For example, many

government agencies are learning the right policies to govern effectively. Bureaucrats in

these agencies implement policies, and the agencies learn through the policy outcomes.

Unlike General McClellan, most bureaucrats in developed countries enjoy strong pro-

tections from job dismissal. Theory and empirics suggest that bureaucrats are often

intrinsically motivated to carry out the task (Besley and Ghatak, 2006; Brehm and

Gates, 1999; Prendergast, 2008).

Should an agent implementing policies be held accountable when an organization

learns the right policy to achieve its goals? Does accountability crowd in or crowd

out intrinsic motivation? The literature has explored how contingent reward (extrin-

sic motivation) interacting with intrinsic motivation affects effort, but most studies do
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not examine settings where experimenting and learning are involved.1 Among the few

exceptions, Gailmard and Patty (2007) argue that job tenure is crucial in inducing in-

trinsically motivated bureaucrats to make initial investments in policy expertise. Their

theory applies to policymakers but not to agents who are implementing policies. This

paper aims to fill the gap in the literature and address these questions.

This paper develops a formal model to analyze a principal’s decision of whether

to introduce accountability on an agent who implements the policy decision when an

organization learns the right policy to achieve its goal. The principal (she) cares about

achieving the organizational goal. When in office, the agent (he) is intrinsically moti-

vated to achieve the organizational goal and he also receives an additional perk that

comes with office. There exists two alternatives. Ex ante they are equally likely to be

the right policy. The right policy is more likely to achieve the organizational goal if

the agent works harder. The wrong policy always fails. The two-period game begins

with the principal’s decision of whether to hold the agent accountable for the outcome

of the initial policy. The agent sets a level of effort in implementing the initial policy.

At the end of the first period, the policy outcome is revealed to all players. According

to the accountability rule, the principal retains an agent in office or replaces him with

a new agent who shares the preference in achieving the organizational goal with the

sitting agent. Learning from implementation of the initial policy, the principal decides

the policy for the second period. An agent in office decides how much effort to expend

in implementing the second-period policy.

A building block of the model is that the effort expended by the agent on the initial

policy contributes to learning. Failure of the initial policy could be caused either by lack

of effort or by implementing the wrong policy. Initial effort improves learning through
1See Besley and Ghatak (2005), Benabou and Tirole (2003), Bénabou and Tirole (2006) and Sliwka

(2007) among others.
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two mechanisms. First, more initial effort lowers the chance of switching to the wrong

policy when the initial policy is, in fact, correct. Second, as the initial effort increases,

a failure becomes more informative.

To improve learning, the principal chooses the accountability rule that induces more

effort from the agent. Accountability motivates the agent to perform well to stay in

office. However, it also discourages the agent. Given accountability, the agent will not

remain in office if the initial policy fails. Yet failure provides valuable information,

and it is more informative when the initial effort is higher. Knowing that he will not

benefit from the learning through failure, the agent holds back the initial effort. A

more intrinsically motivated agent tends to exert more effort, which leads to better

learning through failure. Therefore, a more intrinsically motivated agent would have

more learning benefits to lose if he would be sacked upon the failure of the initial

policy. Accountability is more likely to dampen incentives for a more intrinsically

motivated agent. As a result, the principal refrains from using accountability on a

more intrinsically motivated agent.

The theoretical predictions of the model can inform the design of accountability in

many crucial cases. In the discussion section, I discuss the issues of public bureaucracy

reform and development programs carried out by NGOs and government agencies. Fur-

ther, I examine the incentive issues where policy learning involves multiple agents. Each

agent implements a policy in his own jurisdiction and policy outcomes from all juris-

dictions feed back to the decision by the principal. The existence of another agent does

not affect the incentives of an agent who is held accountable for the policy outcome in

his jurisdiction but introduces free-riding problems when an agent faces accountability.

Generally speaking, compared to the one-agent setting, the principal is more likely to

introduce accountability in the two-agent environment.

The paper contributes to the theoretical literature on intrinsic motivation (Ace-
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moglu et al., 2008; Alesina and Tabellini, 2007; Akerlof and Kranton, 2005; Besley

and Ghatak, 2005; Dixit et al., 2002; Maskin and Tirole, 2004). Benabou and Tirole

(2003), Bénabou and Tirole (2006), and Sliwka (2007) analyze how extrinsic motiva-

tions crowd out intrinsic motivations in a standard environment without learning. My

paper complements the literature by showing how external incentive, accountability

more specifically, crowds out intrinsic motivation when the right methods or policies

need to be learnt. It shows that by taking away an agent’s benefit of learning through

failure, accountability creates misalignment between a principal and an intrinsically

motivated agent. This misalignment is greater for a more motivated agent.

The paper also relates to the policy experimentation literature, specifically the

strand of literature that examines the aspect of career risk involved with policy in-

novation (Cai and Treisman, 2009; Cheng and Li, 2019; Majumdar and Mukand, 2004;

Rose-Ackerman, 1980). The difference between this paper and that strand of literature

is that this paper emphasizes how effort affects the policy outcome. Finally, a vast lit-

erature discusses learning in the private sector (Keller et al., 2005; Bolton and Harris,

1999). Some research examines learning in a principal-agent setting where agents are

motivated by monetary incentives (Bergemann and Hege, 2005; Bonatti and Hörner,

2011; Halac et al., 2016; Manso, 2011).

Model

Environment and Players

The game takes place over two periods, denoted by t = 1, 2. A principal P makes

a policy choice pt ∈ {a, b} in each period t. An agent A implements the policy with

unobservable effort e1 ∈ [0, 1] in period 1. If A is re-appointed, he sets an effort level

e2 ∈ [0, 1] in implementing policy in period 2. Otherwise, a new appointee implements
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the policy in period 2.

If the policy is successful, it yields an outcome of 1. If it fails, it yields an outcome

of 0. The policy outcome depends both on whether the policy is right for achieving

its goal and an agent’s effort in implementation. To capture this idea, I assume that

“nature” initially draws a state ω = {a, b}. When the policy matches the state (pt = ω),

the policy is correct; otherwise, it is incorrect. The probability that a correct policy is

successful is equal to the implementation effort et. The incorrect policy always fails.

Players share a common prior belief that ρ0 ≡Pr(ω = b) = 1/2. Without loss of

generality, we assume that P adopts p1 = a in period 1. To break tie, I assume that

when P is indifferent between a and b in period 2, she adopts policy b. At the end of

period t, policy outcome xt is revealed to all players.

In the beginning, P commits to whether to hold A accountable for the first-period

policy outcome. Denote P ’s decision by σ ∈ {0, 1}. If σ = 0, P re-appoints A regardless

of first-period policy outcome. If σ = 1, P re-appoints A only if the first-period policy

is successful.

P cares about policy outcomes, receiving xt in period t. P ’s payoff function is

VP = x1 + x2.

A intriniscally cares about policy outcome and receives xt if he is in office in period

t. In addition to policy payoffs, A also receives a reward of 1 when in office. This

additional office reward could be ego rents or material gains from holding the office.

Let A’s intrinsic motivation be λ, distributed uniformly on [0, λ].2 The value of λ is

known to all players. Following Hirsch (2016), I consider that the strength of one’s

2λ ≡
√
17−1
4 . The assumption ensures that λ is a necessary and sufficient bound to ensure that if

the agent is not held accountable for the first-period policy outcome, the agent’s effort in period 1 is
well-behaved and less than 1. It is characterized in the proof of the Proposition.
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intrinsic motivation determines one’s willingness to put costly effort to achieve good

outcome. A incurs a cost of implementation c(et) =
e2t
2λ
. If A is replaced, a new agent

has the same degree of intrinsic motivation as A. This assumption is to rule out the

possibility that P replaces A for pure selection reason, and thus to focus on the moral

hazard problem. A’s payoff function is

VA = x1 − c(e1) + 1 + I(x2 − c(e2) + 1),

where I is an indicator function. I = 1, if A stays in office in period 2; and I = 0,

otherwise.

The sequence of the game is as follows.

Sequence

1. Nature draws the value of ω.

2. P commits to whether to hold A accountable σ.

3. A chooses e1 in period 1.

4. Nature reveals policy outcomes x1 to all players.

5. P chooses p2.

6. The agent in period 2 chooses e2.

7. Nature reveals policy outcomes x2 to all players.

Solution Concept

This game has a component of information revelation, so I derive perfect Bayesian

equilibria in pure strategies. Let H1 be the set of all period 1 histories. The equilibrium

7



consists of strategies: σ, et, p2, and beliefs about the state. σ ∈ {0, 1}. e1 : {0, 1} →

[0, 1] maps P ’s choice regarding accountability into A’s effort choice in period 1. p2 :

H1 → {0, 1}maps the set of period 1 history to period 2 policy choice. e2 : H1×{0, 1} →

[0, 1] maps the set of histories leading to period 2 effort choice to period 2 effort choice.

For each history, players also have beliefs about the state. All players share the same

prior belief ρ0. To abuse the notation, let ρ be player j’s posterior belief that ω = b by

the end of period 1, where j ∈ {P,A}.

Results

I first derive players’ strategies in period 2 and describe how effort into the initial policy

affects decisions in period 2. Then, I analyze the agent’s strategy in period 1 under

different accountability structures. The principal’s decision over accountability is then

discussed.

Period 2 Decision

Players learn about which policy is correct based on policy outcomes in the first period.

Using this information, the principal makes a second-period policy decision and the

agent in the second period makes an effort decision. Suppose that the agent exerts effort

e1 in period 1 in equilibrium. Players update their beliefs over the underlying state of

the world using Bayes’ rule.3 If policy a succeeds, knowing that only the right policy

can be successful, all players infer that policy a is the right policy (Pr(ω = a) = 1).

In this case, the principal adopts policy a in the second period, and an agent in office

exerts effort e2 = λ. The policy payoff for the principal is λ, and the net policy payoff

for the agent is λ
2
. If policy a fails, it could be caused by an incorrect policy or by

3In the appendix, I show that given any belief that the principal could hold off-equilibrium, the
agent has no incentive to deviate from his equilibrium action.
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insufficient effort. Formally, the posterior beliefs about the state of the world are

ρ(e1) = Pr(ω = b) =
1/2

1/2(1− e1) + 1/2
∈ [

1

2
, 1].

The failure of the initial policy a indicates that the alternative policy b is more or

equally likely to be the right policy. Notice that ∂ρ(e1)/∂e1 > 0. As the initial effort

e1 increases, upon the failure of initial policy a, the posterior belief that policy b is the

right policy moves further away from the prior. As the agent puts more effort into the

initial policy, the failure of the initial policy becomes more informative. The failure

of the initial policy leads to the adoption of the alternative policy b. The agent puts

effort e2 = λρ(e1) into the alternative policy b. His effort e2 is increasing in his prior

belief that policy b is the right policy (ρ(e1)). The agent works harder when he is more

certain that policy b is the right policy. By improving the informativeness of a failure,

the effort into the initial policy leads to more effort in implementing the alternative

policy in period 2. The policy payoff for the principal is λρ(e1) and the net policy

payoff for the agent is λρ2(e1)
2

.

The Principal Benefits from the Agent’s Initial Effort

As discussed in the previous section, based on the learning through the initial policy

implementation, the principal makes a policy decision for the second period and the

agent the effort decision. Here, I show that the agent’s effort into initial policy improves

learning and, therefore, benefits the principal.

The principal’s second-period expected payoff is:

E(v(e1)) =
1

2
(e1λ+ (1− e1)λρ2(e1)) +

1

2
λρ2(e1).

The expression is divided into two terms. The first term, 1
2
(e1λ + (1− e1)λρ2(e1)),
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is the principal’s expected payoff when the initial policy is actually correct and the

second term, 1
2
λρ2(e1), is her expected payoff when the initial policy is wrong. I take

the derivative of E(v(e1)) to analyze the two mechanisms through which the principal

benefits from the agent’s effort into the initial policy.

∂E(v(e1))/∂e1 =
1

2
λ(1− ρ2(e1)) + (1− 1

2
e1)λ2ρ∂ρ(e1)/∂e1.

The first term on the right-hand side of the above equation, 1
2
λ(1 − ρ2(e1)), is the

marginal increase in the principle’s second-period policy payoff, holding the expected

payoff from policy b constant. The agent’s lack of effort into the initial policy increases

the chance of failing the right policy and eventually adopting the wrong policy. As the

agent’s initial effort increases, the likelihood of keeping the initial policy when it is right

increases. By improving the principal’s policy decision, the agent’s initial effort benefits

the principal. The second term, (1− 1
2
e1)λ2ρ∂ρ(e1)/∂e1, is the marginal increase in the

principle’s second period policy payoff from policy b. As discussed previously, upon the

failure of policy a, the initial effort improves the learning and thus incentivizes the agent

to work harder on implementing policy b. Consequently, conditional on the failure of

policy a, the principal’s payoff increases in the agent’s initial effort.

Without Accountability

First, consider that the principal does not impose accountability on the agent. Regard-

less of the initial performance, the agent stays in office, receiving the second-period pol-

icy payoff and the office reward. Expecting this, the agent sets an effort level e1 ∈ [0, 1]

in period 1 to maximize the following objective function.

max
e1

1

2
e1 −

e21
2λ

+ 1 +
1

2

(
e1
λ

2
+ (1− e1)

λρ2(e1)

2

)
+

1

2

λρ2(e1)

2
+ 1.
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The objective function includes the first-period expected payoff and the second-

period expected payoff. The first-period expected payoff includes the first-period ex-

pected policy payoff 1
2
e1, the cost of initial effort

e21
2λ
, and the office reward 1. The second-

period expected payoff is divided into three terms. The first term, 1
2

(
e1

λ
2

+ (1− e1)λρ
2(e1)
2

)
,

is the agent’s expected net policy payoff when the initial policy is correct, the second

term, 1
2
λρ2(e1)

2
, is his expected net policy payoff when the initial policy is wrong, and

third term, 1, is the office reward. I examine the first-order condition characterizing

the interior solution to analyze the agent’s incentives to exert initial effort.

1

2
+

1

2

λ

2
(1− ρ2(e1)) + (1− 1

2
e1)λρ∂ρ/∂e1 =

e1
λ
.

The right-hand side of the above equation is the marginal cost of the initial effort.

The first part on the left-hand side, 1
2
, is the current marginal return. The future

marginal return has two components. The first component, 1
2
λ
2
(1 − ρ2(e1)), shows the

marginal increase in the agent’s second-period net policy payoff, holding the expected

net payoff of policy b constant. Conditional on policy a being the right policy, the

agent’s initial effort increases the likelihood of adopting the right policy in the second

period. By improving the principal’s policy decision, the agent benefits from his initial

effort. The second component, (1− 1
2
e1)λρ∂ρ/∂e1, is the marginal increase in the agent’s

second period net policy payoff from policy b. Failure of the initial policy a leads to the

adoption of the alternative policy b. The initial effort improves the learning through

failure and helps the agent calibrate his effort better.

With Accountability

Now, consider that the principal chooses to hold the agent accountable for the failure

of the initial policy. The agent stays in office if and only if the initial policy succeeds.
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The following optimization problem characterizes A’s effort choice in the first period.

max
e1

1

2
e1 −

e21
2λ

+ 1 +
1

2

(
e1
λ

2
+ (1− e1)

λρ2(e1)

2
× 0

)
+

1

2

λρ2(e1)

2
× 0 +

1

2
e1 × 1.

The objective function includes the first-period expected payoff and the second-

period expected payoff. As in the case where an agent faces no accountability, the

first-period expected payoff includes the first-period policy payoff 1
2
e1, the cost of initial

effort e21
2λ
, and the office reward 1. To compare an agent’s second-period expected payoffs

from different accountability structures, I decompose the second-period expected payoff

of an agent who is held accountable for the failure of the initial policy into three terms.

1
2

(
e1

λ
2

+ (1− e1)λρ
2(e1)
2
× 0
)
is the agent’s expected net policy payoff when the initial

policy is actually correct. Slacking in the first period causes the failure of the initial

policy, which leads to the firing of the agent. Hard working on the initial policy increases

the chance of a sccess, and therefore the chance of staying in office and receiving a payoff

of λ
2
. 1

2
λρ2(e1)

2
×0 is his expected net policy policy payoff when the initial policy is wrong.

No matter how much initial effort the agent puts, the incorrect policy always fails. The

agent will be sacked and receives a payoff of 0. 1
2
e1× 1 represents the expected second-

period office reward. The agent only receives the office reward when the initial policy

succeeds.

The agent chooses an effort level according to the following first order condition:

1

2
+

1

2

λ

2
+

1

2
× 1 =

e1
λ
.

The right-hand side of the above equation is the marginal cost of effort. The first

part on the left-hand side, 1
2
, is the current marginal return. The future marginal

return has two components. The first component, 1
2
λ
2
, represents the marginal increase
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in the agent’s second-period net policy payoff. The agent’s initial effort decreases the

possibility of rejecting the right policy and thereby improves policy decision in the

second period. Only when the initial policy succeeds, the agent stays in office and

benefits from a better policy decision in the second period. The second component,

1
2
× 1, is the marginal increase in expected future office reward. Initial effort improves

the chance of staying in office and thus receiving office reward.

The Principal’s Decision on Accountability

As established, the agent’s initial effort contributes to learning and thus the principal’s

expected second-period payoff. Moreover, by improving policy outcome in the first

period, the agent’s initial effort increases the principal’s expected first-period payoff.

As a result, the principal commits to accountability if accountability incentivizes the

agent to work harder in period 1.

A comparison between two first-order conditions in the previous sections demon-

strates the cost and benefit of accountability. On the one hand, accountability moti-

vates the agent to perform well to stay in office. The motivation effect is captured as 1
2
.

On the other hand, accountability could discourage the agent’s initial effort. When the

agent is held accountable for the initial policy’s failure, he only receives future policy

payoff when the initial policy succeeds. Yet failure provides useful information. The

higher the initial effort is, the more informative failure is. By removing the agent’s

benefit from learning through failure, accountability could backfire. The agent’s ex-

pected marginal net policy payoff given accountability is 1
(2−e1)2λ

3
4
less than that in the

alternative case. 1
(2−e1)2λ

3
4
thus represents the cost of accountability.

The marginal benefit of accountability is the same across different levels of intrinsic

motivation. Intrinsic motivation affects the cost 1
(2−e1)2λ

3
4
both directly and indirectly.

Intrinsic motivation λ directly increases the cost. A more intrinsically motivated agent
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enjoys higher net policy payoff. By encouraging more initial effort e1, intrinsic motiva-

tion λ indirectly increases the cost. A more intrinsically motivated agent tends to exert

more initial effort, which improves learning through failure. This implies that a more

intrinsically motivated agent has more to lose if the initial policy fails and he loses the

chance to benefit from learning. Therefore, the disincentives created by accountability

are stronger when the intrinsic motivation is higher. As a result, the principal refrains

from using accountability on the agent who is more intrinsically motivated. Formally,

I summarize the principal’s decision in the following proposition.

Proposition. The principal’s decision on accountability is as follows.

σ∗ =


1, if λ ≤ .777

0, otherwise.

Discussion

In this section, I discuss two main contexts in which the model applies and incentive

issues in a two-agent setting.

Public Bureaucracy Reform

The results developed in the model provide some insight into whether to use account-

ability when learning is a crucial matter to the organization. This framework implies

that the use of accountability should vary with the degree to which agents are intrinsi-

cally motivated. Because of this, the effect of reform of accountability in public sectors

depends on the degree of agents’ intrinsic motivation across sectors. In the case of the

Chinese bureaucracy, for example, the introduction of accountability in environmental

agencies and food and drug agencies is an important issue. It is frequently suggested
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that the policy outcomes are better when agents’ careers in these sectors are tied to

the policy outcomes. The model suggests that accountability is effective provided that

agents have a low level of intrinsic motivation. One key feature of the Chinese bureau-

cracy is that agents are rotated across different sectors and often do not decide which

sectors to work. As a result, they might not intrinsically share the goals of a particular

organization. The average level of intrinsic motivation in an organization depends on

the profile of all agents’ career paths. It is lower if more agents have been recently

rotated from other posts. This framework suggests that accountability should be intro-

duced in agencies where a sufficient number of agents have been recently rotated.

Developmental Programs, NGOs and Government Agencies

In developing countries, NGOs have been increasingly involved in the provision of relief,

welfare, social services, and various development projects.4 A growing emphasis on

impact evaluation in many of these sectors shows a need for innovation and learning.

But the outcomes of similar projects implemented by government agencies and that of

NGOs are often different.5

It is recognized in the literature that the level of agents’ intrinsic motivation varies

between NGOs and government agencies. This difference might explain the variation

in their performance. As argued by Besley and Ghatak (2001), NGOs may find it

easier to screen on motivation than the government and may also foster public service

motivation by providing a better match between the ends of the organization and

those of its workers. Because of the electoral concerns of government, some public

servants have to carry out policies that they do not believe in. This undermines their
4See Besley and Ghatak (2001) for a detailed discussion.
5For example, using data on 20 different types of interventions, Vivalt et al. (2015) shows that

government-implemented programs also had smaller effect sizes than academic/NGO-implemented
programs.
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public service motivation. Another key issue in the performance variations between

the government agencies and NGOs is that of accountability structure. Compared with

government agencies, the formal accountability of NGOs is weak. In the context of

international development projects, because of the cultural distance between NGOs

and local beneficiaries, informal accountability measures, such as social sanctions and

enforcement, tend to be weak in the case of NGOs.6

When explaining the performance difference between NGOs and government agen-

cies, the existing literature treats the effect of agents’ intrinsic motivation and the effect

of accountability as separate issues. This framework underlines the complementarity

between intrinsic motivation and weak accountability in promoting the performance of

developmental programs.

In addition to these empirical implications, the model can also provide insights

into strengthening accountability in both NGOs and government agencies. In a setting

where learning is essential for social service delivery, the model suggests that strong

accountability is more suitable for organizations with unmotivated agents. If it is true

that agents in NGOs are on average more motivated than government agents, strength-

ening accountability in government agencies would have a more substantial positive

effect on performance than strengthening accountability in NGOs. In fact, if agents in

NGOs are highly intrinsically motivated, strengthening accountability might backfire.

Two Agents

Policy learning often involves multiple agents implementing the same policy in their

own jurisdictions. Take China, for example, where local officials implement most policy
6Social sanctions and enforcement play a decisive role for accountability. Miguel and Gugerty (2005)

studies how an inability to impose social sanctions in diverse communities leads to collective action
failures in rural western Kenya.
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experiments in different localities.7 Likewise, American bureaucracies are replete with

examples in which various agencies or branches within an agency carry out the same

task in their own jurisdictions.8Compared to an agent in a single environment, are

agents in these environments more likely to be held accountable for policy outcomes in

their own jurisdictions?

To shed some light on this question, I compare the case where two agents implement

the same policy in their own jurisdictions with the one-agent case in the main analysis.

In the two-agent setting, each agent implements the initial policy in his jurisdiction. As

in the one-agent case, the policy outcome in each jurisdiction depends on whether the

policy is correct and the agent’s effort in that jurisdiction. Unlike the one-agent case,

players learn which policy is right based on the outcomes of the initial policy in both

jurisdictions. Using this information, the principal makes a unified policy decision for

both jurisdictions. Agents implement the policy in their jurisdictions.

Suppose the principal holds an agent accountable for the failure of the initial policy

in his own jurisdiction. In that case, policy outcome in the other jurisdiction does not

affect whether an agent can stay in the office. Moreover, a successful initial policy

in one’s jurisdiction reveals that it is correct regardless of its outcome in the other

jurisdiction. If the initial policy is successful and the agent stays in office, policy decision

and thus the agent’s future policy payoff does not depend on the policy outcome in the

other jurisdiction. Because policy outcome in the other jurisdiction does not affect the

agent’s chance of staying in office and agent’s policy payoff in future office, an agent

does not consider other’s initial effort when he decides how much effort to put into the

initial policy. In other words, an agent who is held accountable for the initial policy

outcome in his own jurisdiction in the two-agent environment puts the same level of
7See Cao et al. (1999), Fewsmith (2013), Heilmann (2008), Wang (2009), and Xu (2011) for discus-

sion on policy experimentation on various issues in China.
8For example, Bendor (1985) discusses issues in welfare policy in the 1960s.
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effort as an agent in the one-agent case.

If an agent is not held accountable for the performance of the initial policy in his

own jurisdiction, he stays in office and benefits from policy learning. As shown in the

analysis of the main model, an initial effort benefits an agent who faces no accountability

through two mechanisms. First, an agent’s initial effort reduces the chance of adopting

the wrong policy when the initial policy is, in fact, correct. Second, the initial effort

improves the learning through failure and helps the agent calibrate his effort better. In

the two-agent environment, the beliefs over which policy is the right policy are updated

through policy outcomes in both jurisdictions. As long as one jurisdiction observes a

success of the initial policy, all players infer that the initial policy is the right policy.

As the other works harder on the initial policy, an agent’s own effort becomes less

crucial for making the right policy decision.9 Therefore, compared to an agent in a

one-agent setting, an agent in a two-agent environment has incentives to free-ride the

other’s contribution to the correct decision-making. If the initial policy fails in both

jurisdictions, it could be caused by an incorrect policy or by an insufficient effort of both

agents. The failure of the initial policy is more informative as an agent works harder on

the initial policy. Crucially, as the other agent works harder on the initial policy, the

effect of an agent’s initial effort on learning through failure decreases.10 This implies

another free-riding incentive of an agent in the two-agent environment. Due to the

free-riding incentives, an agent who faces no accountability in a two-agent environment

puts lower effort than an agent who is not held accountable for his initial performance

in a one-agent setting.
9Formally, let e11and e21 be the initial effort of the two agents. The ex ante probability of adopting

the initial policy when the initial policy is right is 1
2 (1 − (1 − e11)(1 − e21)). The effect of an agent’s

effort e11 on this probability is diminishing in the other agent’s effort e21.
10Formally, denote the posterior belief that the alternative policy is right policy upon the fail-

ure of the initial policy in both jurisdiction by ρ(ei1, e−i1). ρ(ei1, e−i1) = 1 − 1/2(1−ei1)(1−e−i1)
1/2(1−ei1)(1−e−i1)+1/2 .

∂2ρ(ei1, e−i1)/∂ei1∂e−i1 = ((1− ei1)(1− e−i1)− 1) / ((1− ei1)(1− e−i1) + 1)
2
< 0.
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Generally speaking, the existence of the other agent does not affect the incentives

of an agent who faces accountability but introduces free-riding problems when an agent

is not held accountable for his initial performance. The principal who would not have

chosen accountability in a one-agent environment now adopts accountability in a two-

agent case.

Conclusion

This paper aims to explore a principal’s decision whether to hold her agent account-

able when learning about the right policy. Accountability links good performance to

office-holding and thus motivates agents to exert effort. At the same time, if agents

are held accountable for initial failures, agents can’t benefit from the learning through

failure and therefore hold back initial effort. When agents are highly intrinsically mo-

tivated, the principal is less likely to introduce accountability. These ideas are relevant

to the discussion of organizations in which agents have an intrinsic preference for per-

forming well on the task. Examples of such organizations include public bureaucracies

and NGOs. However, private firms also socialize their employees to share their or-

ganizational goals. In future work, it would be valuable to extend this framework to

such firms and to understand how the interaction between intrinsic motivations and

personnel management affects learning and innovation in the private sector.
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Appendix

Proof. Proposition. The proof is conducted in three steps.

Step 111 We first characterize λ . Let the derivative of the agent’s objective function

given no accountability be UL. The derivative of the agent’s objective function given

no accountability is

∂UL

∂e1
=

1

2
+

1

2

λ

2
+

1

(2− e1)2
λ

3

4
− e1
λ

Now observe the following. First, ∂UL

∂e1
> 0 at e = 0. Second, ∂UL

∂e1
is convex in

11This step of proof follows Hirsh(2016).
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e1. Given these two observations, there are at most two solutions to the first order

condition given no accountability. The optimum is either the lower solution or the

maximum e1 = 1. When there is one solution it is exactly the optimum, and when

there are no solutions the optimum is e1 = 1. Thus, whenever e1 = 1 is not the

optimum, the problem is well-behaved.

It must be true that if the problem is well behaved for λ′, then holding the other

parameters fixed it is also well behaved at λ′′ < λ′. Notice that the cross partial of

the objective function in (e1, λ) is 1
4

+ 1
(2−e1)2

3
4

+ e1
λ2

> 0, so the set of optima must

decrease when λ decreases. If the problem is well behaved for λ′ but not for λ′′ < λ′,

then e = 1 would be optimal for λ′′ but not λ′, a contradiction. Thus, for any profile

of parameters the set of λ s.t. the problem is well-behaved for all feasible parameters

is also an interval [0, λ̄). When ∂UL

∂e
|e=1 = 1

2
+ λ− 1

λ
< 0, which holds iff λ <

√
17−1
4

, the

problem is well-behaved.

Step 2. We then solve the threshold value of intrinsic motivation λ̂ where both types

of incentive structures induce the same level of effort by the agent. It must be that

1

2
+

1

2
(
λ̂

2
+ 1) =

e1

λ̂

and

1

2
+

1

2

λ̂

2
+

1

(2− e1)2
λ̂

3

4
=
e1

λ̂
.

These two equations imply that 1
2

= 1
(2−e1)2 λ̂

3
4
, e1 ∈ [0, 1]. There exits a unique

e1 = 2−
√

3/2λ̂. Substitute e1 = 2−
√

3/2λ̂ into the first equation, we have

1

2
+

1

2
(
λ̂

2
+ 1) =

√
3/2λ̂

λ̂
.
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λ̂ = .777 solves the above equation.

Step 3. We define the following.

MRH(λ) ≡ 1

2
+

1

2
(
λ

2
+ 1)

MRL(λ) ≡ 1

2
+

1

2

λ

2
+

1

(2− e1)2
λ

3

4

MC(λ) ≡ e1
λ

Let ê be the equilibrium effort by an agent with intrinsic motivation λ̂. Notice that

for an agent with intrinsic motivation λ̂, he puts the same level effort under both type

of incentive structures. Let λ′ ≡ λ̂ + δ where δ → 0+. Let eH be the equilibrium level

of effort by an agent with intrinsic motivation λ′ given high powered incentive. By

definition,

MRH(λ′)|eH = MC(λ′)|eH

Notice that MRH(λ′) is constant across level of e. This implies the following.

MRH(λ′)|eH = MRH(λ′) =
1

2
+

1

2
(
λ̂+ δ

2
+1) = MRH(λ̂)+

1

4
δ = MRH(λ̂)|ê+

1

4
δ = MC(λ′)|eH

Given our definition of λ̂ and ê, MRL(λ̂)|ê = MRH(λ̂)|ê. Substitute MRL(λ̂)|ê =

MRH(λ̂)|ê into the above equation, we have

MRL(λ̂)|ê +
1

4
δ = MC(λ′)|eH .
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Now, let’s examine the relation between MRL(λ̂)|eH and MRL(λ̂)|ê. Because the

equilibrium effort is increasing in λ, it must be that eH > ê. In addition, ∂MRL(λ̂)/∂e1 =

1
(2−e1)3λ

3
4
> 0, MRL(λ̂) is thus increasing in e1. Therefore, MRL(λ̂)|eH > MRL(λ̂)|ê.

Notice that

MRL(λ̂)|eH =
1

2
+

1

2

λ̂

2
+

1

(2− eH)
λ̂

3

4

MRL(λ′)|eH =
1

2
+

1

2

λ̂+ δ

2
+

1

(2− eH)
(λ̂+ δ)

3

4

It is obvious thatMRL(λ′)|eH > MRL(λ̂)|eH+1
4
δ. BecauseMRL(λ̂)|eH > MRL(λ̂)|ê,

MRL(λ′)|eH > MRL(λ̂)|ê +
1

4
δ

Recall that MRH(λ̂)|ê + 1
4
δ = MC(λ′)|eH , we have MRL(λ′)|eH > MC(λ′)|eH . In

the equilibrium where the agent faces no accountability, MRL(λ′)|eL = MC(λ′)|eL .

Because the speed in which MRL(λ′) is increasing in e1 is slower than that of MC(λ′),

eL > eH .

So we have shown that give the intrinsic motivation λ′ > λ̂, the equilibrium effort

given no accountability is greater than that given accountability (eL > eH), where λ̂

is the level of intrinsic motivation given which both incentive structures result in the

same level of effort.

Proof. Off Equilibrium Beliefs

A observes her own action. It is reasonable to suppose that A updates belief ac-

cording to Bayes’ rule. Now consider P ’s off equilibrium beliefs. I prove that to sustain

Perfect Bayesian Equilibrium derived in the main section no restriction on P ’s off equi-

librium beliefs is required. In other words, given any belief that P might hold off
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equilibrium, A has no incentive to deviate from his equilibrium action.

Consider the subgame where no accountability is introduced. Suppose A deviates

to e1. Following a failure and a success, A forms correct beliefs using Bayes’ rule as

follows.

ρf1A =
1/2

1/2(1− e1) + 1/2
≥ 1/2

ρs1A = 0 < 1/2

If P forms correct beliefs, she chooses p2 = b following a failure and p2 = a following

a success. A makes a payoff of λ(ρf1A)2

2
in period 2 if tpolicy a fails and a payoff of λ

2
if

it succeeds.

Now, consider the off-equilibrium beliefs for P . If a failure is observed, P ’s off-

equilibrium belief is denoted by ρf1P , and a success ρs1P . To break ties, I assume that P

adopts policy b if he is indifferent between two policies in period 2. Given P ’s decision

rule in period 2, I classify P ’s off-equilibrium beliefs into four cases.

1. ρf1P ≥ 1/2 and ρs1P < 1/2. P makes the same policy decision as she would have if

her beliefs are correct. Thus, A receives the same payffo in this case as the payffo

he could have received when the principal forms correct beliefs.

2. ρf1P ≥ 1/2 and ρs1P > 1/2. If policy a fails, P makes the same policy decision

as she would have if her beliefs are correct. If policy a succeeds, given the off-

equilibrium belief, P adopts policy b in period 2. A knows that policy a is correct.

But his judgement won’t matter because policy a won’t be adopted. A puts an

effort of and makes a payo of λ(ρf1A)2

2
. It is less than what he could have made

when the principal forms correct beliefs.
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3. ρf1P < 1/2 and ρs1P < 1/2. If policy a succeeds, P makes the same policy de-

cision as she would have if her beliefs are correct. If policy a fails, given the

off-equilibrium belief, P adopts policy a in period 2. A knows that policy a is

incorrect, so he doesn’t put effort and makes a payoff of 0. A thus makes less

than than what he could have when the principal forms correct beliefs.

4. ρf1P < 1/2 and ρs1P > 1/2. P makes the opposite policy decision from what she

would have made if her beliefs are correct. It is clear that A makes less than than

the payoff he could have received when the principal forms correct belief.

I have shown that for any effort deviating from the equilibrium effort under any beliefs

that P might hold off-equilibrium, A doesn’t make a higher payoff than the payoff he

receives in the situation where P forms correct beliefs. Thus, I prove that given any off-

equilibrium belief of P ’s, A doesn’t receive higher payoff than she would have received

in equilibrium.

Now consider the subgame where accountability is introduced. Use the same proof

strategy as the subgame where there is no accountability. It could be proved that given

any belief that P might hold off-equilibrium A has no incentives to deviate. Two things

are worth mentioning. First, if policy a fails, A makes a payoff of 0 regardless of P ’s

belief. Second, if policy a succeeds, given A’s effort e1, the probability that A staying

office is 1/2e1 regardless of P’s belief. P’s off-equilibrium belief affects A’s payoff only

by affecting A’s net policy payoff in period 2, which has been discussed in subgame

with no accountability.

27


