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Abstract

Recently, baggage re-identification (ReID) has become an attractive topic in

computer vision because it plays an important role in intelligent surveillance.

However, the wide variations in different views of baggage items degrade bag-

gage ReID performance. In this paper, a novel QuadNet is proposed to solve

the multi-view problem in baggage ReID at three levels. At the sample level,

we propose a multi-view sampling strategy which samples hard examples from

multiple identities in multiple views. The sampled baggage items are used to

construct quadruplets. At the feature level, view-aware attentional local features

are extracted from discriminative regions in each view. These local features are

fused with global features to obtain better representations of the quadruplets.

At the loss level, a multi-view quadruplet loss operating on the representations

of quadruplets is proposed to reduce the intra-class distances caused by view

variations and increase the inter-class distances of baggage images captured in

the same view. A random local blur data augmentation is proposed to handle

the motion blur which is often found in baggage images. The multi-task learn-

ing of materials is introduced to obtain discriminative features based on the
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materials of baggage surfaces.

Extensive experiments on three ReID datasets, MVB, Market-1501 and

VeRi-776, indicate the remarkable effectiveness and good generalization of the

QuadNet model. It has achieved the state-of-the-art performance on the three

datasets.

Keywords: Baggage re-identification, Multi-view learning, Quadruplet loss,

View-aware features.

1. Introduction

In recent years, people have demanded much higher requirements for travel

safety. Baggage re-identification (baggage ReID) is a core component of current

intelligent baggage check devices which are used in airports, customs and other

places with a high demand for safety. The aim of baggage ReID is to spot a5

baggage item of interest in images taken by different cameras in a surveillance

system. In traditional airport security checks, Radio Frequency IDentification

(RFID) tags are usually attached to baggage items so that they can be traced.

However, this method has several limitations as follows: 1) In many cases the

RFID tags fall off in transit or are deliberately torn off to avoid inspection; 2)10

Attaching the RFID tags to baggage items is labour intensive and time con-

suming; 3) Any metal in the baggage may interfere with the detection of RFID

tags. Therefore the re-identification of baggage based on visual appearance

has attracted more attention recently [1] following the fast development of new

technologies in intelligent surveillance.15

In ReID tasks, person ReID [2, 3, 4] and vehicle ReID [5, 6, 7] have been well

studied in recent decades. However, there is a lack of research on baggage ReID

because more challenges such as occlusion, shape change, motion blur and view

variation, are encountered, compared with the person ReID and vehicle ReID

tasks. In particular, view variation is a major problem. On one hand, different20

baggage items might have very similar appearances in the same view, as shown

in Fig. 1(a). On the other hand, a baggage item may have large appearance
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Figure 1: Several baggage examples from the MVB dataset. Each row corresponds to a single

baggage item. (a) shows appearance similarities for different baggage items in the same view.

(b) shows large appearance variations of the same baggage item in different views.

variations in different views, as shown in Fig. 1(b). Therefore, it is a significant

challenge to obtain a baggage ReID model which is reliable given the inter-class

similarities in a single view and the large intra-class variations in different views25

of the same baggage item.

In the literature, to tackle the intra-class view variation, some ReID works

[5, 6, 7] fuse the multi-view information that is learned with extra annotations,

such as key points [5] or views [6, 7]. However, the cost of these annotations

is exorbitant. Several loss functions have been proposed to tackle inter-class30

similarities in ReID. Examples are the contrastive loss [8], triplet loss [9, 3],

quadruplet loss [10] and classification loss [2, 11, 12]. However, these loss func-

tions do not consider the information in a range of views, and so are not sufficient

to solve the multi-view problem in ReID.

To solve the multi-view problem in baggage ReID, we propose the QuadNet35

model, which includes a multi-view hard example sampling strategy, view-aware

attentional local features and a novel quadruplet loss. The QuadNet model deals
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with the multi-view problem at three levels. Firstly, at the sample level, the

multi-view hard example sampling strategy selects four examples from multiple

identities and multiple views to construct a quadruplet. Secondly, at the feature40

level, we extract view-aware attentional local features from the discriminative

regions in different views. The baggage items may have different discriminative

features in different views, for example, the logo in the top view and the handle

or wheels in the front view, as shown in Fig. 1. Typically, the features extracted

from the different spatial regions in different views are treated equally. This45

introduces disturbance information into the ReID models. Then, these view-

aware attentional features are fused with global features to obtain powerful

representations of the quadruplets. Finally, at the loss level, a quadruplet loss

is constructed on the representations of the quadruplets. Compared with other

losses in ReID, the quadruplet loss optimizes the model in two aspects: 1)50

It reduces the distances between representations of the same baggage item in

different views, in order to ensure that these distances are smaller than the

distances between representations of different baggage items with the same view;

2) It increases the distances between representations of different baggage items

in different views to ensure that they are larger than the distances between55

representations of the same baggage item in different views.

Baggage ReID is badly affected by motion blur which is often found in

baggage images. In order to improve the robustness of the QuadNet model

against motion blur, we propose a data augmentation method, namely random

local blur, for pre-processing. The multi-task learning of materials is proposed60

to distinguish baggage items with similar appearances but made from different

materials. This method strengthens discrimination of the QuadNet model in

real applications.

The contributions of this paper can be summarized as follows:

• A novel quadruplet loss is proposed to solve the multi-view problem in65

baggage ReID. The quadruplet loss equipped with a multi-view sam-

pling strategy effectively reduces the intra-class distances and increases
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the inter-class distances. To our knowledge, this is the first work that

proposes the quadruplet loss for multi-view learning.

• The view-aware attentional local features are learned from the discrimi-70

native regions in different views. The local features are fused with global

features to enhance the representations of baggage images.

• Random local blur is proposed to handle motion blur which is usually

found in baggage images. The multi-task learning of materials is used to

improve the discrimination of the QuadNet model.75

• The proposed QuadNet model is evaluated extensively on the MVB dataset

to demonstrate the effectiveness of QuadNet for baggage ReID. To be

compared more fairly, the generalization of QuadNet is evaluated on the

Market-1501 and VeRi-776 datasets. The QuadNet model achieves the

state-of-the-art performance on all three datasets.80

2. Related works

In recent decades, ReID has been widely studied in computer vision, i.e.,

person ReID and vehicle ReID. Traditional ReID methods mainly concentrate

on two aspects: discriminative feature extraction [13, 14, 15] and similarity

measurement [16, 17]. The features and the metrics for similarities are stud-85

ied independently. In recent years, deep learning has become the mainstream

method in many computer vision tasks, such as, object recognition [18, 19],

object detection [20, 21], object re-identification [1, 4, 22], etc. These methods

have achieved better generalization, compared with the handcrafted features

based methods [23, 24, 25]. Deep models for ReID are optimized end-to-end90

by error back-propagation. The features and metrics are learned jointly. For

example, the early works [2, 12, 26] treat the ReID problem as a general classi-

fication task. A cross-entropy loss is adopted to train deep networks to enlarge

the distances between representations with different identities. However, these

methods may not be enough to distinguish the identities that are not in the95
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training set. In addition, the number of parameters increases as the number

of identities increases. Other works, e.g. [8], introduce the contrastive loss in

person ReID to enlarge the margin between positive and negative pairs. Ad-

ditionally, the works [9, 3, 10] treat the ReID problem as a ranking task and

exploit a triplet loss to train their networks. TriNet [3] proposes a variant of100

triplet loss for the online mining of hard negative examples without additional

cost. ImpTrpLoss [9] introduces an additional constraint to ensure that the

distances between positive pairs are less than a predefined value. In [10], a com-

bination of two triplet losses is constructed on the absolute distances between

the positive and negative samples. These loss functions still suffer from weak105

generalization because the view information is not considered in sufficient detail.

In order to deal with the variations in appearance of the same item in dif-

ferent camera views, several methods [5, 6, 7] employ deep neural networks to

extract view-invariant features. The Viewpoint-aware Attentive Multi-view In-

ference model (VAMI) [6] transforms single-view features into global multi-view110

features via an adversarial training architecture. The method [7] exploits the

Convolutional Neural Network (CNN) and Long Short-Term Memory (LSTM)

to learn transformations across different views of vehicles by inferring all views

information from the only one input view. The orientation invariant feature

embedding [5] is proposed by utilizing the annotated key points of vehicles. In115

addition, some methods [27, 28, 29] make use of the information from human

pose. SpindleNet [27] facilitates feature learning using human structure infor-

mation. The method [28] proposes the pose invariant embedding (PIE) as the

representations of pedestrians. The above methods require large scale image

annotations with key points or views. The annotations are labour intensive120

and costly in applications. In contrast, our method overcomes the intra-class

variations in baggage ReID without extra annotations.

Attention is an important mechanism of human vision. It focuses selectively

on salient regions in complex scenes. Attention is a popular topic in recent

computer vision research, such as image classification [18], object detection [21]125

and person ReID [30, 31, 32]. In person ReID, HydraPlus-Net [31] captures
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Figure 2: The proposed QuadNet model for multi-view learning in baggage ReID, (a) multi-

view sampling strategy which samples hard examples from multiple identities and multiple

views to construct quadruplets, (b) view-aware attentional local features are extracted from

discriminative regions in different views, (c) multi-view quadruplet loss which minimizes intra-

class variations in multiple views and maximizes inter-class similarities in the same view.

multi-scale selectiveness of attentive features from low-level to semantic-level

to enrich the representations for a pedestrian image. The Multi-Scale Context

Aware Network (MSCAN) [30] is designed to locate latent regions and the com-

bination of full-body and body-part features is used for person ReID. However,130

these methods lack an explicit mechanism to ensure attention consistency. Class

Activation Mapping (CAM) [21] learns a class-aware importance for each spatial

position of the image by back-projecting the weights of the output layer to the

convolutional feature maps. Meanwhile, CAM is trained with weak supervision

and locates objects in a single forward pass. In this paper, the CAM is extended135

to extract view-aware local features from different discriminative regions in each

view.

3. The proposed model

In this section, we introduce the QuadNet model for multi-view learning in

baggage ReID. The QuadNet model consists of three parts: the multi-view hard140

example sampling strategy, the view-aware attentional local features, and the

multi-view quadruplet loss. The overall architecture of the model is illustrated

in Fig. 2.
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3.1. The multi-view hard example sampling and quadruplet loss

To make the logic clearer, we first introduce the multi-view hard example145

sampling strategy and the multi-view quadruplet loss.

3.1.1. The multi-view hard example sampling

In ReID tasks, the most widely studied triplet loss based methods [9, 3,

4] usually randomly sample P identities and K images from each identity to

form a training batch. However, these methods ignore the view information in150

images. In this paper, we propose a multi-view hard example sampling strategy

to support multi-view learning in baggage ReID at the sample level. On the one

hand, this sampling strategy samples baggage images from multiple views. On

the other hand, this sampling strategy selects the hard samples from different

identities or different views, which accelerates training of the QuadNet model.155

Specifically, the QuadNet model samples P × K quadruplets to form a

training batch denoted as B. Each quadruplet in B consists of four images

{xai, x∗aj , x∗bi, x∗cj}, where xai is sampled randomly from the training batch with

the subscript a denoting the baggage identity and i denoting the label of view.

We select the hardest positive sample x∗aj having the same identity with xai but

in a different view, i.e. j 6= i. The distance Dap between xai and x∗aj is:

Dap = D(f(xai), f(x∗aj)), (1)

x∗aj = arg max
xaj∈Ba∗

[D(f(xai), f(xaj))], (2)

where j 6= i and j = 1, 2, ..., N . N is the number of views. Ba∗ ∈ B is a sample

set having the same identity with xai in the training batch B. f(xai) and f(x∗aj)

denote the deep features of the sample xai and x∗aj . These features are obtained

from the last fully connected layer of the backbone network. Then, we select the

hardest negative sample x∗bi from view i and another hardest negative sample

x∗cj from view j:

x∗bi = arg min
xbi∈B∗i

[D(f(xai), f(xbi))], (3)
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optimizing with the quadruplet loss.

x∗cj = arg min
xcj∈B∗j

[D(f(xai), f(xcj))], (4)

where B∗i and B∗j are the sample sets of view i and j in the batch B. The

distances of the two negative pairs are given respectively as:

Dan1
= D(f(xai), f(x∗bi)), (5)

Dan2
= D(f(xai), f(x∗cj)). (6)

3.1.2. The quadruplet loss for multi-view learning

To overcome the weakness of traditional methods in multi-view learning, we

propose a multi-view quadruplet loss to deal with the inter-class similarities

and the intra-class variations in baggage ReID. Based on a sampled quadruplet

{xai, x∗aj , x∗bi, x∗cj} and the distances Dap, Dan1
, and Dan2

, the quadruplet loss

is given by:

Lquad = α[Dap −Dan1
+m1]+ + (1− α)[Dap −Dan2

+m2]+, (7)

where [u]+ = max(u, 0). The first term in Eqn. 7 is optimized to pull the

distance Dap between xai and x∗aj much closer than the distance Dan1
between

xai and x∗bi with a margin m1. The second term in Eqn. 7 is utilized to push

9



the distance Dan2 between xai and x∗cj much farther than the distance Dap with160

a margin m2. The parameter α is used to balance the two optimization items.

The margin m2 is much larger than m1 to ensure that the distance between a

negative pair from different views is larger than the distance between a negative

pair from the same view. In the experiments, we set α = 0.5, m1 = 0.3 and

m2 = 1.2 empirically.165

The optimizing process of the quadruplet loss is shown in Fig. 3. In the

original distribution, some distances between different baggage items with the

same view are less than some distances of same baggage item, as shown in

Fig. 3(a). After optimizing with the quadruplet loss, the distribution of baggage

items in the feature space is shown in Fig. 3(c). The samples with the same170

identity are clustered compactly and the samples with different identities are

pushed away. It indicates that the quadruplet loss optimizes the inter-class

similarities and the intra-class variations effectively.

3.2. View-aware attentional local features

Learning discriminative features for different identities always plays the most175

important role in ReID. In baggage ReID, baggage images captured from differ-

ent views have different discriminative spatial regions. We propose a view-aware

attention mechanism to extract the discriminative local features from the dis-

criminative spatial regions in each view. As shown in Fig. 2(b), the view-aware

attentional local features are extracted by feeding the global features in the last180

convolutional layer into a Global Average Pooling (GAP) layer which is followed

by a view classifier. The GAP layer retains the remarkable localization ability of

the convolutional units until the final layer [21]. The cross entropy loss for view

classification enables the network to focus on the most discriminative spatial

regions in each view.185

Formally, given a baggage image I, the convolutional features in the last con-

volutional layer of the backbone network are denoted as Fglob(I) = f(I;Wb) ∈

RC×H×H , where C and H denote the number of channels and the spatial size

of the feature maps respectively, and Wb denotes the weights of the backbone

10
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(d) (e) (g)(f)

Figure 4: Seven visualization examples of the view-aware local features in the MVB dataset.

Best viewed in color.

network. The global features Fglob(I) are considered as stacked feature vectors

from H ×H spatial locations. The feature vector at a spatial location (x, y) is

denoted as F (x, y) ∈ RC . The features Fglob(I) are fed into a GAP layer and a

fully connected layer for view classification. For a view class v, the class score

Sv is formulated as:

Sv =

C∑
c=1

ωc
v

H∑
x=1

H∑
y=1

F (x, y) =

H∑
x=1

H∑
y=1

C∑
c=1

ωc
vF (x, y), (8)

where ωc
v denotes the weight of unit c corresponding to view class v, v ∈

1, 2, . . . , V and V is the number of views. We define Mv as the view-aware

local features for the view v. The activation of Mv at the spatial location (x, y)

is given by:

Mv(x, y) =

C∑
c=1

ωc
vF (x, y), v = 1, 2, . . . , V . (9)

where x, y = 1, 2, . . . ,H and Mv(x, y) denotes the discrimination of the spa-

tial location (x, y) in supporting the classification of view v. The final fea-
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tures used for baggage classification are constructed by concatenating the global

features Fglob(I) ∈ RC×H×H and the view-aware attentional local features

{Mv ∈ RH×H}Vv=1 at the channel dimension. The final features are denoted190

as Ffinal(I) ∈ R(C+V )×H×H .

Through a softmax layer, the scores of all view classes can be expressed as

pview = [S′1, S
′
2, . . . , S

′
V ], then the view classification loss is computed as:

Lview =

V∑
v=1

−yvview log(S′v), (10)

where yview is the view label of the baggage image, if yview = v, yvview is set as

1, otherwise it is set as 0.

In Fig. 4, seven examples of the view-aware local features learned by Quad-

Net are presented. We normalize the view-aware local features Mv to [0, 1] and195

use them as weights to weight each channel of baggage images. In examples

(d), (e) and (f), the wheels and handles are highlighted. In (b), (c) and (g), our

model selectively focuses on the zipper and trolley. These local features above

are discriminative for baggage ReID, especially for different baggage items with

similar appearances. These examples indicate that the QuadNet model is able200

to extract the view-aware local features from the discriminative spatial regions

in different views.

3.3. Optimization

In baggage ReID, images are often degraded by motion blur. We propose

a random local blur method to deal with the motion blur in baggage images.

The random local blur data augmentation method introduces a local mean blur

operation to simulate the motion blur in images during training. This improves

the robustness of the baggage ReID model against motion blur. Given an image

I, the probability of it undergoing a random blur operation is set as pr, and the

probability of remaining unchanged is 1− pr. This method randomly selects a

rectangular area in the image, denoted as Ib = [xb, yb, xb +Wb, yb +Hb], where

xb + Wb ≤ W and yb + Hb ≤ H, (xb, yb) is the coordinate of the top left point

of the rectangle Ib. Wb and Hb are the width and height of the rectangle Ib.
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W and H are the width and height of the image I. Then a local mean blur

operation is performed on Ib. Each spatial element of the image I is given by

I(x, y) =


1

m×n
∑

(s,t)∈Sxy
Ib(s, t) (x, y) ∈ Ib

I(x, y) (x, y) /∈ Ib,
(11)

where Sxy is a local area centered at the position (x, y) with the rectangular

size of m×n. In the experiments, we set m = 15 and n = 1, as the motion blur205

usually occurs in the horizontal direction.

By analyzing the baggage images in the MVB dataset, we find that some

baggage items with different identities may have the same appearance. Fortu-

nately, the surface materials of these baggage items are often different, as shown

in Fig. 5. To make full use of the annotation of materials in the MVB dataset,

the multi-task learning of materials is introduced as an auxiliary task, which

can distinguish baggage items with similar appearances but different materials.

This task is optimized by the cross-entropy loss Lma.

Lma =

Q∑
q=1

−yqma log(pq)

y
q
ma = 1, yma = q

yqma = 0, yma 6= q

(12)

where yma is the label of baggage material and pq is the prediction probability

of class q.

In order to further optimize the model, we combine the cross-entropy loss of

baggage identities as in the previous works [12, 4]. It is denoted as LID. The

final optimization objective is formulated as:

L = Lquad + λ1LID + λ2Lma + λ3Lview, (13)

where λ1, λ2, λ3 are the weights of different losses. In our experiments, λ1 = 1,

λ2 = 0.3 and λ3 = 0.2 achieve the best performance.210

4. Experiments

4.1. Datasets and evaluation metrics

The MVB dataset [1] is a large scale benchmark for baggage ReID. It con-

tains 22,660 images of 4,519 labelled baggage items. These baggage images are

13



(a) (b) (c) (d)

Figure 5: Baggage examples from the MVB dataset. Each column corresponds to one surface

material. (a) aluminum; (b) plastic; (c) cloth; (d) other material.

captured from seven cameras in an airport. The pose of baggage items and215

cameras are relatively fixed. The labels of cameras are used as the annotates of

views. In addition, each baggage item is annotated with one of four labels to

specify the surface material. There are 4019 identities with 20,176 images for

training and 500 identities with 2,484 images for testing. The test set is split

into 1,052 probe images and 1,432 gallery images.220

The VeRI-776 dataset [33] consists of vehicle images captured in the real-

word unconstrained traffic scenario. It contains about 50,000 images of 776

vehicles, in which each vehicle is captured by 2∼18 cameras with different view

points, illuminations, resolutions and occlusions. The vehicles are labeled with

bounding boxes, types, colors and brands. There are 37,778 images used for225

training. The remaining 11,579 images are used for testing.

The Market-1501 dataset [34] contains bounding boxes from a person de-

tector which have a large intersection over union overlap with manually anno-

tated bounding boxes. It contains 32,668 images of 1,501 persons from 6 camera

14



views. There are 751 identities with 12,936 images for training and 750 identi-230

ties with 23,100 images for testing. The test set is split into 3,368 probe images

and 19,732 gallery images.

The performance in the ReID tasks, e.g., person ReID and vehicle ReID,

is assessed using the Cumulative Matching Characteristic (CMC) and mean

Average Precision (mAP) [34]. So the CMC and the mAP are employed in235

this work to evaluate the performance of the QuadNet ReID models. We first

conduct ablation studies on the MVB dataset. Then we compare the proposed

QuadNet with the state-of-the-art methods on the three datasets.

4.2. Important details

The QuadNet is built using the Pytorch framework. ResNet50 [19] or a240

variant of ResNext101 [35] is used as the backbone of QuadNet. The backbone

networks are pretrained on ImageNet [36]. The number of output channels of

the fully connected layer is set as 4019 which is the number of baggage identities.

In training, the input image is resized and cropped to 356 × 356. The Adam

method [37] is adopted to optimize the model, where the batch size is set as 24245

and the initial learning rate is set as 0.00015. The learning rate is divided by 10

at the 70th epoch and the 100th epoch. The training stops at the 120th epoch.

The random horizontal flips with 0.5 probability are used to prevent overfitting

and the random local blur with 0.5 probability is used to deal with the motion

blur in baggage images. The weights of feature extractors for the view classifier250

and the identity classifier are shared.

In testing, the horizontal and vertical flipping are applied to the original

image. We combine the features of the original image with the variants obtained

by horizontal and vertical flipping for feature matching. The k-reciprocal re-

ranking method [38] is used to improve the performance of ReID models.255

4.3. Ablation study

In this section, two groups of experiments are designed to illustrate the ef-

fectiveness of each component in the proposed QuadNet model on the MVB

15
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Figure 6: Influence of the margins m1 and m2 on the proposed quadruplet loss. m1 is set

as 0.3 empirically. The performance of the QuadNet model is evaluated on the MVB dataset

when m2 = km1, where k = 1, 2, 3, 4, 5.

dataset. The first group of experiments compare different loss functions and

backbone networks for model selection. The second group of experiments eval-260

uate the effectiveness of the proposed view-aware attentional local features, the

random local blur and the multi-task learning of materials.

4.3.1. Evaluating effectiveness of the quadruplet loss

We conduct experiments with different loss functions and different backbone

networks, namely ResNet50 [19] and ResNext101 [35]. These experiments are265

divided into four parts. Firstly, we analyze the influence of the two margins m1

and m2 in Eqn. 7 on our QuadNet model. The two margins are used to control

the distances between positive and negative pairs, which is important for feature

learning. In this experiment, the value of m1 is set as 0.3 empirically and the

performance of our model is evaluated when m2 = km1, where k = 1, 2, 3, 4, 5.270

As shown in Fig. 6, our model with quadruplet loss has the best accuracy and

mAP when m2 = 4m1. Then, we compare the proposed quadruplet loss with

the well-known triplet loss [3] and the identification loss (IDE) [2] individually.

Next, we combine the quadruplet loss with the IDE and center loss [39] for better

performance in baggage ReID. Finally, we evaluate the use of different depth275
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Table 1: Comparison of different losses on the MVB dataset.

Models Network
MVB

rank-1 mAP

Triplet [3] ResNet50 72.6% 74.1%

IDE [2] ResNet50 68.8% 64.6%

Quadruplet ResNet50 76.6% 75.5%

Triplet+IDE ResNet50 77.5% 74.6%

Quadruplet+IDE ResNet50 80.3% 76.0%

Triplet+IDE+Center ResNet50 77.8% 75.2%

Quadruplet+IDE+Center ResNet50 82.6% 80.1%

Triplet+IDE ResNext101 82.8% 81.1%

Triplet+IDE+Center ResNext101 83.1% 81.4%

Quadruplet+IDE+Center (QuadNet-1) ResNext101 85.5% 84.8%

convolutional networks in the backbone of the QuadNet model. The results for

all above models are listed in Tab. 1.

As shown in Tab. 1, the rank-1 accuracy of our quadruplet loss outperforms

the triplet loss by 4% and outperforms the IDE loss by nearly 8%. It indi-

cates that the quadruplet loss can effectively solve the multi-view problem in280

baggage ReID. Then, we combine the quadruplet loss with the IDE loss and

center loss, denoted as Quadruplet+IDE+Center. This combination achieves

an improvement of about 5% over the original model for both rank-1 and mAP.

It outperforms the counterpart model of triplet loss (i.e., Triple+IDE +Center

[4]) by over 6% for both rank-1 and mAP. These experimental results demon-285

strate the advantages of the multi-view quadruplet loss with the multi-view

sampling strategy. In addition, we increase the depth of the backbone network

from ResNet50 to ResNext101. The experimental results show that the Quadru-

plet+IDE+Center model with deeper backbone network, denoted as QuadNet-

1, achieves a better performance for baggage ReID. Therefore, the subsequent290

experiments are based on the ResNext101 backbone.

17



Table 2: Evaluating the performance of components of QuadNet on the MVB dataset.

Models
rank-1

w/o re-rank re-rank

QuadNet-1 85.5% 86.1%

+Random local blur 86.1% 86.8%

+View-aware local feature 86.6% 87.1%

+Material multi-task (QuadNet-2) 87.3% 87.5%

+Geometry transformation (QuadNet-3) 87.5% 88.0%

4.3.2. Evaluating effectiveness of the other components

In this section, we evaluate the effectiveness of the proposed view-aware at-

tentional local features, the online random local blur and the multi-task learn-

ing of materials in baggage ReID. We introduce these three methods into the295

QuadNet-1 model one by one to evaluate their individual effectiveness in bag-

gage ReID. The experimental results of rank-1 for these methods are listed in

Tab. 2. First, fusing the view-aware local features with global features achieves

a better performance over the original QuadNet-1. This improvement indicates

that our model can extract discriminative local features from different views.300

Then, on adding these three training methods in QuadNet-1, the resulting net-

work, QuadNet-2, achieves 87.3% of rank-1 on the MVB dataset. These results

indicate that the random local blur improves robustness of the model against

motion blur, and the multi-task learning of materials helps to distinguish bag-

gage items with similar appearances but different materials. In the test phase,305

the geometric transformation and k-reciprocal re-ranking method [38] improve

the performance of our model further. The final model, QuadNet-3, reaches

88.0% of rank-1 on the MVB dataset.

4.4. Comparison with the state-of-the-art

In order to highlight the significance of the proposed QuadNet for ReID310

tasks, we compare it with several recent state-of-the-art methods using the

three datasets. First, we compare the QuadNet model with other methods in
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Table 3: Comparison with the state-of-the-art methods on the MVB dataset.

Models
MVB

rank-1 mAP

MSN (PRCV 2019) [1] 50.2% -

IDE-resnet50 (arXiv 2016) [2] 68.8% 64.6%

IDE-densenet121 (arXiv 2016) [2] 69.6% 64.9%

Verification-IDE (ACM TMM 2019) [12] 68.8% 63.8%

PCB (ECCV 2018) [11] 66.3% 63.6%

OSNet-x1 (ICCV 2019) [40] 74.8% 73.1%

OSNet-x0 (ICCV 2019) [40] 71.3% 68.0%

PCB+MHN4 (ICCV 2019) [41] 70.0% 67.8%

IDE+MHN6 (ICCV 2019) [41] 68.7% 65.6%

DGNet (CVPR 2019) [42] 67.1% 60.9%

Strong baseline (CVPRW 2019) [4] 77.8% 75.2%

QuadNet-3 (Ours) 87.5% 86.1%

the MVB dataset [1] to evaluate its effectiveness in baggage ReID. Then, in

order to compare more fairly with well-known ReID methods and to evaluate

the generalization of the QuadNet model in other ReID tasks, i.e., person ReID315

and vehicle ReID, we compare the QuadNet model with other state-of-the-art

methods on the VeRi-776 dataset [33] and the Market-1501 dataset [34].

The results for the MVB dataset are listed in Tab. 3. The Merged Siamese

Network (MSN) [1] is a typical Baggage ReID method. It achieves 50.2% of rank-

1 on the MVB dataset. The proposed QuadNet model outperforms it by 37.3%320

for rank-1. The Verification-IDE model uses dual losses combination (IDE loss

and verification loss) to enhance discrimination of the features. The proposed

QuadNet model outperforms the Verification-IDE model by 18.7% and 22.3%

for rank-1 and mAP respectively. Our model outperforms a local features based

PCB model [11] by 21.2% and 22.5% for rank-1 and mAP respectively. The325

OSNet [40] proposes the omni-scale features as the representations of images
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Table 4: Comparison with the state-of-the-art methods on the VeRi-776 dataset.

Models
VeRi-776

rank-1 mAP

OIFE+ST (ICCV 2017) [5] 92.35% 51.42%

GS-TRE (IEEE TMM 2018) [43] 96.24% 59.47%

PNVR (CVPR 2019) [44] 94.3% 74.3%

RS+MT+K+S (ICCV 2019) [45] 92.86% 71.88%

VANet (ICCV 2019) [22] 89.78% 66.34%

AAVER (ICCV 2019) [46] 89.78% 66.34%

VAMI+STR (CVPR 2018) [6] 85.92% 61.32%

QuadNet-3 (Ours) 96.6% 80.1%

for person ReID. We re-implement it and test it on the MVB dataset. Our

model outperforms OSNet by 12.7% and 13% for rank-1 and mAP respectively.

The proposed QuadNet model also outperforms the recent state-of-the-art ReID

methods, MHN [41] and DGNet [42], by 17.5% and 20.4% for rank-1 respectively.330

In the work VAMI [6], the authors provide annotations of views for the VeRi-

776. The results tested on the VeRi-776 dataset are listed in Tab. 4. VANet

[22] is proposed to tackle the challenge of view variation in vehicle images. It

achieves 89.78% for rank-1 and 66.34% for mAP on VeRi-776. Our QuadNet

model outperforms it by 6.8% and 13.8% for rank-1 and mAP respectively. The335

GS-TRE method [43] learns a group-sensitive triplet embedding by deep met-

ric learning. It achieves a state-of-the-art performance, 96.24% for rank-1 and

59.47% for mAP. Our QuadNet model outperforms it by 0.4% and 20.6% re-

spectively. The QuadNet model also outperforms many other recently proposed

methods on the VeRi-776 dataset, such as the PNVR [44], RS+MT+K+S [45]340

and AAVER [46] models.

The views of a person can be divided into front, right, left and back. It is

time-consuming and laborious to manually annotate view labels, so we train a

view classifier using the RAP dataset [52] for view classification. We report the
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Table 5: Comparison with the state-of-the-art methods on the Market-1501 dataset.

Models
Market-1501

rank-1 mAP

SVDNet (ICCV 2017) [47] 82.3% 62.1%

PCB (ECCV 2018) [11] 93.8% 81.6%

MLFN (CVPR 2018) [48] 90.0% 74.3%

CACM (CVPR 2019) [49] 94.7% 84.5%

OSNet (ICCV 2019) [40] 94.8% 84.9%

DGNet (CVPR 2019) [42] 94.8% 86.0%

MHN-6 (ICCV 2019) [41] 95.1% 85.0%

ABD-Net (ICCV 2019) [50] 95.6% 88.3%

Deep-Person (PR 2020) [51] 92.3% 79.6%

End-to-end Ensemble (PR 2020) [26] 93.1% 82.2%

QuadNet-3 (Ours) 95.4% 88.6%

results on the Market-1501 dataset in Tab. 5. The QuadNet model outperforms345

the local features based PCB model [11] by 1.6% for rank-1 and 7% for mAP. Our

model outperforms the omni-scale features based OSNet [40] by 0.6% for rank-1

and 3.7% for mAP. The DGNet model [42] proposes a joint learning framework

that couples feature learning and data generation. QuadNet outperforms it by

0.6% for rank-1 and 2.6% for mAP. Deep-Person [51] proposes a novel three-350

branch framework to learn highly discriminative features for person ReID. The

QuadNet model outperforms it by 3.1% and 9% for rank-1 and mAP respectively

on the Market-1501 dataset. The End-to-end Ensemble method [26] is proposed

to address the problem of overfitting for person ReID. Our QuadNet model

outperforms it by 2.3% for rank-1 and 6.4% for mAP. Our QuadNet model also355

outperforms other recent methods on the Market-1501 dataset, such as CACM

[49] and MHN-6 [41].

5. Conclusion

In this paper, we contribute the QuadNet model to solving the multi-view
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problem in baggage ReID at three levels. It consists of a multi-view hard exam-360

ple sampling strategy, view-aware attentional local features and a novel quadru-

plet loss. To our knowledge, it is the first work that proposes the quadruplet

loss for multi-view learning, which explicitly concentrates on reducing the intra-

class distances caused by view variations and increasing the inter-class distances

of baggage images captured in the same view. The final framework QuadNet365

obtains the state-of-the-art performances on the MVB, VeRi-776 and Market-

1501 datasets. In the future work, we will optimize the view-aware attentional

module in the QuadNet model with transformer which has demonstrated great

effectiveness in computer vision tasks. We will extend the multi-view quadruplet

loss for face recognition to tackle the large pose variations of face.370
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