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Abstract

In the speech-to-song illusion certain spoken phrases are perceived as sung after repetition. One possible explanation for this increase in musicality is that, as phrases are repeated, lexical activation dies off, enabling listeners to focus on the melodic and rhythmic characteristics of stimuli and assess them for the presence of musical structure. Here we tested the idea that perception of the illusion requires implicit assessment of melodic and rhythmic structure by presenting individuals with phrases that tend to be perceived as song when repeated, as well as phrases that tend to continue to be perceived as speech when repeated, measuring the strength of the illusion as the rating difference between these two stimulus categories after repetition. Illusion strength varied widely and stably between listeners, with large individual differences and high split-half reliability, suggesting that not all listeners are equally able to detect musical structure in speech. Although variability in illusion strength was unrelated to degree of musical training, participants who perceived the illusion more strongly were proficient in several musical skills, including beat perception, tonality perception, and selective attention to pitch. These findings support models of the speech-to-song illusion in which experience of the illusion is based on detection of musical characteristics latent in spoken phrases.

Public Significance Statement

In the speech-to-song illusion certain spoken phrases begin, after repeated presentation, to sound as if they were sung. People vary widely in how vividly they experience this illusion, but the sources of this variability are still poorly understood. We find that people show stable individual differences in the perception of the illusion and that this variability is largely unrelated to factors such as degree of musical training and language background. Instead, we find that individuals who vividly perceive the illusion have high proficiency in music perception skills related to timing and pitch perception. These findings contribute to understanding the relations between language and music processing in the human mind.
1. Introduction

1.1. Domain-level classification

One of the most common perceptual tasks accomplished by individuals is categorization, in which complex input varying continuously in many dimensions is binned into one of several discrete categories. In speech perception, for example, word recognition involves accurate speech sound categorization, while in music perception the recognition of meter involves perceiving strong vs. weak beats (Patel, 2008). For decades researchers have investigated the cues that listeners use to distinguish between categories in speech (Toscano & McMurray, 2010) and music (Prince, 2014). However, comparatively little is known about the processes by which listeners decide to which domain a stimulus belongs—to speech or to music, for example. Prior research on domain-level categorization (i.e. speech, music, or environmental sounds) has largely focused on classification of sounds that differ in the physical source used to produce the sound (for example, tones produced by musical instruments, vowels produced by the human vocal tract, and environmental sounds produced by a variety of sources). This research has found, for example, that listeners can use a variety of acoustic cues to distinguish between sounds from these three categories within tens of milliseconds, as reflected in both behavioral responses and magnetoencephalographic patterns (Bigand, Delbé, Gérard, & Tillmann, 2011; Ogg, Slevc, & Idsardi, 2017; Ogg, Carlson, & Slevc, 2020). However, sounds from different domains do not always differ in their physical source, as in the case of speech and song, both of which are produced by the human vocal tract. Another way to investigate domain-level classification is to make use of ambiguous spoken stimuli which can be heard as spoken or sung, depending on context (Deutsch, Honthorn, & Lapidis, 2011). For these ambiguous cross-domain stimuli, domain-level categorization can be a much more protracted process lasting tens of seconds rather than tens of milliseconds, suggesting that listeners' categorization may be influenced by acoustic patterns on a longer time scale.

1.2. Sound-to-music illusions
Music often has acoustic patterns which distinguish it from speech or other sounds (Ding et al., 2017), and also elicits distinct neural responses compared to other sounds (Norman-Haignere et al. 2015; Zuk et al., 2020). Nevertheless, studies over the past decade have demonstrated that listeners sometimes report perceiving non-musical sounds (i.e., sounds not originally intended to be heard as music) as sounding like music. An important phenomenon in this regard is the speech-to-song illusion. In this illusion, first published in recorded form in 2003 (Deutsch 2003) and in the academic literature ten years ago (Deutsch et al., 2011), a phrase which is perceived as spoken when presented once tends to be heard as sung after repetition. (The key phrase occurs in an even earlier recording from 1995 (Deutsch 1995), but it was not isolated and presented as an illusion until 2003.) Building on this work, Simchy-Gross & Margulis (2018) and Rowland, Kasdan, & Poeppel (2019) demonstrated that repeated environmental sounds are rated as more musical after repetition, and Tierney, Patel, & Breen (2018a) found that pitch contours extracted from speech and resynthesized as complex tones increased in perceived musicality with repetition. However, not all non-musical stimuli sound musical after repetition, with some undergoing dramatic perceptual changes and others continuing to be heard as non-musical (Tierney, Patel, & Breen, 2018b). This raises the key question of why listeners perceive certain non-musical stimuli as music when they are played repeatedly.

1.3. Proposed mechanisms of the speech-to-song illusion

To explain the speech-to-song illusion (henceforth, “song illusion”), Deutsch et al. (2011) suggested that pitch salience is inhibited by default during speech perception, given that pitch plays a secondary role in communicating lexical information relative to other acoustic dimensions (in non-tonal languages). Based on this hypothesis, they predicted that an area anterolateral to primary auditory cortex which had previously been linked to pitch salience (Patterson, Uppenkamp, Johnsrude, & Griffiths, 2002; Penagos, Melcher, & Oxenham, 2004; Schneider et al., 2005) would show greater activation for stimuli which perceptually transform into song when repeated. This prediction was confirmed in an fMRI study by Tierney, Dick, Deutsch, & Sereno (2013), suggesting
that perception of the illusion is indeed linked to increased pitch salience. Deutsch et al. (2011) also hypothesized that perception of speech as song involves perceptual distortion of pitch, such that the perceived pitches of syllables are warped to fit a musical scale template. This hypothesis was supported by Vanden Bosch der Nederlanden, Hannon, & Snyder (2015a), who found that when participants perceived the song illusion in repeated spoken phrases, pitch changes which departed from the perceived melodic template were easier to detect than pitch changes which moved towards it.

The explanation for the song illusion advanced by Deutsch et al. (2011), however, does not specify why pitch perception should be disinhibited by stimulus repetition. A potential explanation was advanced by Castro, Mendoza, Tampke, & Vitevich (2018), who proposed that Node Structure Theory (MacKay, Wulf, Yin, & Abrams, 1993) could account for the song illusion. According to this theory, repeated activation of lexical nodes temporarily reduces their ability to become activated. Castro et al. (2018) suggest that while deactivation of lexical nodes diminishes the perception of speech, continued activation of syllable nodes leads to the emergence of a song percept. Supporting a role for lexical deactivation in the illusion, they find that words from denser phonological neighborhoods and words from an unfamiliar language are rated as more song-like after repetition. Similarly, Vitevitch, Ng, Hatley, & Castro (2020) report that words with a high phonological clustering coefficient (which measures the tendency for phonological neighbors of a word to also be neighbors of one another) are perceived as more song-like after repetition.

The Node Structure Theory explanation for the song illusion, however, struggles to explain why deactivation of lexical nodes along with continued activation of syllable nodes should lead to perception of song, rather than speech leech of semantic content (as in semantic satiation; Smith, 1984). The explanation advanced in Castro et al. (2018) is that since syllables are the unit of rhythmic structure in speech, and rhythm is also an important aspect of music, then syllable node activation without lexical node activation should lead to a song-like percept. According to this explanation, all spoken stimuli should transform into song when repeated, as lexical nodes are satiated and syllable
nodes continue to be active. Moreover, according to this explanation, the extent to which stimuli do or do not give rise to the illusion should be primarily tied to phonological rather than acoustic or musical characteristics. Finally, this theory cannot explain increases in musicality with repetition of non-verbal stimuli.

These predictions, however, are not borne out by the literature. First, there is ample evidence that not all spoken phrases transform into song when repeated. Tierney et al. (2013), for example, assembled a corpus of "illusion" phrases, which listeners report transform into song when repeated, and "control" phrases, which continue to be perceived as speech when repeated. (These two types of phrases were matched for speakers, syllable rate, and duration.) The relative lack of transformation in the control phrases was replicated in Graber, Simchy-Gross, & Margulis (2017), Tierney et al. (2018a), and Tierney et al. (2018b). Second, several studies have demonstrated that a range of acoustic and musical stimulus characteristics modulate the strength of the illusion. Tierney et al. (2013) showed that the illusion stimuli featured flatter pitch contours than the control stimuli. Falk, Rathcke, & Dalla Bella (2014) manipulated the stability of pitch contours within syllables and found that song percepts were more common for the more stable contours. Tierney et al. (2018b) found that higher song ratings for song illusion stimuli were linked to more isochronous rhythmic structure and a greater tendency for syllable pitches to follow musical melodic statistics. Rathcke, Falk, & Dalla Bella (in press) found that recordings with greater sonority led to earlier, stronger, and more frequent transformations to song. Third, Tierney et al. (2018a) found that eliminating linguistic content from the illusion/control stimulus sets (Tierney et al., 2013) preserves the relative differences across these stimuli in the extent to which they give rise to the sound-to-music illusion, suggesting that the primary factors driving cross-stimulus differences in illusion strength cannot be phonological. Fourth, several studies have demonstrated that environmental sounds and non-verbal complex tone sequences increase in musicality after repetition (Simchy-Gross & Margulis, 2018; Tierney et al., 2018a; Rowland et al., 2019), a finding that cannot be explained by lexical processes.
Thus Node Structure Theory alone is not a sufficient explanation of the song illusion. Given this observation, what theoretical framework could account for both the influence of phonological neighborhood and the influence of acoustic and musical characteristics on the perception of song in speech? One possibility is a hybrid of the accounts advanced in Deutsch et al. (2011) and Castro et al. (2018) in which deactivation of lexical nodes is necessary but not sufficient for perception of the illusion. According to this account, deactivation of lexical nodes frees up attention which can then be focused on acoustic characteristics of the stimuli, including pitch and timing patterns. The degree to which a stimulus transforms into song after lexical node deactivation, therefore, will depend on the melodic and rhythmic characteristics of the stimulus. One implication of this hybrid model is that there may exist stable individual differences across participants in the extent to which the vividness of the illusion varies across stimuli, and these individual differences may relate to musical training and musical aptitude. In two experiments we tested this implication by presenting participants with repeated phrases drawn from one of two stimulus sets, a stimulus set which listeners consistently report strongly transforms into song after repetition and a stimulus set which transforms to a much lesser degree (“Illusion” and “Control” stimuli, as documented in Tierney et al., 2013; Graber et al., 2017; Tierney et al., 2018b). We predicted that participants would reliably vary in the difference in perceived musicality between Illusion and Control stimuli after repetition, and that this variability would relate to musical training (Experiment 1) and musical aptitude (Experiment 2).

2. Experiment 1

2.1. Introduction

Musical training is one potential factor which could underly individual differences in the song illusion: if perception of the illusion requires detection of musical characteristics latent in non-musical stimuli, then musicians may be better able to detect these characteristics. Yet prior research has reported that musicians are somewhat less susceptible to auditory illusions in which stimulus details are lost in a top-down percept or gestalt (Craig, 1979; Davidson, Power, & Michie, 1987; Brennan & Stevens, 2002; Pressnitzer, Graves, Chambers, de Gardelle, & Egré, 2018), perhaps...
because musicians are better able to attend to low-level acoustic characteristics of stimuli. The existing evidence regarding musical training and the speech-to-song illusion is inconsistent. Falk, Rathcke, & Dalla Bella (2014) found that participants with more years of musical training were no more likely to perceive the illusion, and in fact that their perception of the illusion was delayed relative to musically untrained participants. However, Vanden Bosch der Nederlanden et al. (2015b) found that musicians reported hearing all stimulus presentations as more musical than non-musicians, regardless of stimulus repetition or transposition. Given that Vanden Bosch der Nederlanden et al. (2015b) used only the original example from Deutsch et al. (2011) as a stimulus, this finding could indicate either that musicians are better able to detect the latent musical characteristics of this stimulus or that musicians are biased to perceive musicality regardless of stimulus characteristics.

In addition to our primary research question regarding musical training, we also investigated several other possible predictors of individual differences in perception of the illusion. For example, another possible factor underlying variability in the song illusion is age. As described above, Castro et al. (2018) speculated that one important precondition for perception of the illusion is deactivation of lexical nodes due to satiation. A similar explanation has also been advanced for the verbal transformation effect, in which repetition of a word eventually leads to an unstable percept that swaps between different words with different meanings (Warren & Gregory, 1958): MacKay et al. (1993) suggested that this illusion occurs when lexical nodes are satiated but phonological nodes remain activated. The verbal transformation effect is weaker in older participants (Warren & Warren, 1966; Pilotti & Khurshid, 2004; Pilotti, Simcox, Baldy, & Schauss, 2011), suggesting that satiation of lexical nodes due to repetition may be less rapid or less robust in older age. If so, then older participants may demonstrate less robust perception of the speech-to-song illusion as well. However, Mullin, Norkey, Kodwani, Vitevitch, & Castro (2021) reported no relationship between age and the strength of the speech-to-song effect, as perceived in the stimulus from Deutsch et al. (2011).
A third possible factor underlying individual differences in the song illusion is gender. There is some limited prior evidence for sex/gender differences in the perception of auditory illusions. For example, Irwin, Whalen, & Fowler (2006) reported that female participants perceived the McGurk illusion more strongly (i.e. greater influence of visual stimuli on auditory perception), but only when the visual stimuli were relatively brief. Women were also found to be more likely to report the illusory percept (i.e. "yanny") after hearing the Yanny/Laurel stimuli (Pressnitzer et al. 2018), while Gwilliams & Wallisch (2020) similarly found more reports of "yanny" among female participants. Given this prior evidence for sex/gender differences in perception of auditory illusions, as well as evidence for sex differences in subcortical auditory processing (Krizman, Bonacina, & Kraus, 2019), we compared perception of the illusion between participants identifying as male versus as female. Finally, there is some prior evidence that language background can affect perception of the speech-to-song illusion. Jaisin, Suphanchaimat, Candia, & Warren (2016) reported that native speakers of tonal languages did not perceive the speech-to-song illusion, although given the small sample sizes used (10 participants in each group) this finding needs replication. Castro et al. (2018) reported that repeated speech in an unfamiliar language was perceived as more musical than repeated speech in a familiar language. Rathcke et al. (2021) reported that bilingual participants reported more speech-to-song transformations in their second language. Finally, Margulis, Simchy-Gross, & Black (2015) reported that repeated speech in an unfamiliar language was perceived as particularly musical for languages that would be difficult for a participant to pronounce. Given these somewhat mixed prior findings, we investigated effects of language experience by determining both whether participants spoke English as their dominant language as well as whether participants were monolingual (only able to speak one language) or bilingual (able to speak at least two languages).

2.2. Methods

---

1 Sex and gender are highly correlated but dissociable. In the current study we focused on gender, and will use that term throughout, but we describe prior results using the language that was used by the study authors.
2.2.1. Participants

One hundred seventy-one (171) participants were initially recruited from a mixture of undergraduate psychology students and Mechanical Turk. Twenty-three (23) participants were removed from the dataset because they failed catch trials, not reporting an increase in song perception after stimuli switched from actual speech to actual song (see below for details), or because they failed to produce at least one response after the first through fourth repetitions and after the fifth through eighth repetitions during the speech-to-song illusion rating experiment. Responses from 148 remaining participants were analyzed. A series of power analyses were conducted in GPower to determine the smallest effect sizes which could be detected at a power of 0.8, given this sample size and an alpha of 0.05. This sample size resulted in a power of 0.8 to detect a correlation of r = 0.23. For the analysis of the speech-to-song ratings, given a 2 (stimulus set) X 8 (repetition) RMANOVA design, the sample size resulted in a power of 0.80 to detect main effects and interactions of F = 0.078. Ninety-three (93) participants identified as male, while 55 identified as female. (Participants were also given the additional options "Other" and "Prefer not to say", but no participants selected these options.) Participants reported a mean age of 29.89 (SD 10.14) years old (range 19-61). 120 participants reported that their dominant language was English, while 28 participants reported an alternate dominant language. These other dominant languages were Arabic (n = 1), Bulgarian (n = 1), French (n = 1), German (n = 1), Greek (n = 2), Italian (n = 6), Polish (n = 3), Portuguese (n = 3), Romanian (n = 2), Russian (n = 2), Slovak (n = 2), Spanish (n = 3), and Swedish (n = 1). Sixty-seven (67) participants reported being bilingual (i.e. able to speak at least two languages), while 81 participants reported being monolingual. Participants reported a mean of 3.19 (SD 4.24) years of musical training (range 0-17). Study procedures were approved by the ethics board of the Department of Psychological Sciences at Birkbeck College.

2.2.2. Speech-to-song illusion experiment

Participants were presented with 48 spoken phrases drawn from the stimulus set first reported in Tierney et al. (2013). Phrases were produced by a mix of American and British English
speakers, but illusion and control datasets were perfectly matched for speakers. Prior studies (Tierney et al., 2013; 2018a; 2018b; Graber et al., 2017) have indicated that 24 of these stimuli tended to be heard as song after repetition (henceforth “illusion” stimuli), while 24 tended to be heard as speech after repetition (henceforth “control” stimuli). The mean length of stimuli was 6.6 (SD 1.5) syllables and 1.38 (SD 0.41) seconds. Stimuli were spoken by three different male talkers, represented in equal portions among illusion and control stimuli. These two stimulus categories did not differ significantly in syllable rate (illusion stimuli 5.05 syllables/second, control stimuli 4.99 syllables/second, \( t(46) = 0.16, p = 0.877 \)) or duration (illusion stimuli 1.32 seconds, control stimuli 1.44 seconds, \( t(46) = -1.05, p = 0.301 \)).

In each trial, eight repetitions of each phrase were presented. After each repetition, participants pressed buttons labelled 1 through 10 to indicate whether the phrase sounded like speech or song, where 1 indicated completely speech-like, while 10 indicated completely song-like. Participants were given 2 seconds to respond to each phrase, after which time the program automatically went on to the next repetition. Any missing rating (due to a non-response) was replaced by the mean of the previous and following ratings. Missing first/last repetitions were replaced by the second/seventh repetitions.

In addition, four catch trials were presented. In each catch trial, a spoken phrase was presented during the first four repetitions, while a matched sung phrase (with the same words, roughly same rate, and similar pitch contour) was presented during the second four repetitions. Catch trials were produced by the first author. Analysis was limited to data from those participants whose average rating of the last four repetitions exceeded that of the first four (by any amount) on these catch trials. As noted above, the exclusion criteria resulted in the removal of 23 out of 171 participants from the dataset, leaving 148 for analysis. The experiment lasted around 20 minutes.

To establish whether an overall speech-to-song illusion effect was present, a repeated measures ANOVA was conducted with two within-subjects factors, repetition (eight levels) and stimulus set (illusion versus control). Next, metrics summarizing illusion perception were compared
to demographic characteristics. With eight ratings for each illusion and control stimulus, this is a high-dimensional dataset, potentially exacerbating the multiple comparisons problem. To reduce the dimensionality of the data, therefore, we summarized each participant's responses in two ways for the purpose of investigating individual differences in perception of the illusion. First, the difference between the ratings of illusion and control stimuli after the eighth repetition was calculated and will be referred to as *illusion strength*. (In other words, for each participant we averaged their final rating for all illusion stimuli and all control stimuli, and then took the difference between these two mean values to compute illusion strength.) Second, the average rating across all repetitions and all stimuli was calculated and will be referred to as *musical prior*.

Any variables not normally distributed (Jarque & Bera, 1980) were transformed prior to statistical analysis. A square root transformation was used for musical prior, and age and years of musical training were converted to ranks. Pearson's correlations were used to assess the strength of the relationship between musical prior and illusion strength versus age and years of musical training. Musical prior and illusion strength were also compared between dominant English speakers and non-dominant English speakers, as well as between bilinguals and monolinguals and between male and female participants, using unpaired t tests. Analyses predicting illusion strength and musical prior were corrected separately for multiple comparisons using false discovery rate (Benjamini & Hochberg, 1995).

### 2.2.3. Available materials

Data from both Study 1 and Study 2 and test materials from Study 2 are available at https://osf.io/hegxs/. All stimuli from the speech-to-song illusion corpus are available at https://osf.io/t4pjq/.

### 2.3. Results

Overall, across participants the illusion was reliably experienced, as seen in the strong interaction between repetition and stimulus set \(F(7,1029) = 216.3, p < 0.001\). There was, in addition, a main effect of repetition \(F(1,1029) = 146.8, p < 0.001\) and of stimulus set \(F(1,137) = \)
426.4, p < 0.001). Overall, participants rated that the illusion stimuli sounded much more musical than the control stimuli after repetition; in fact, after averaging across participants, there was no overlap in the ratings between the two stimulus sets (in other words, no control stimulus was rated higher than any illusion stimulus). However, there were very large individual differences across participants in the strength of the illusion, ranging from participants who reported no difference between illusion and control stimuli whatsoever, to participants who reported that the illusion stimuli sounded exactly like song when repeated while the control stimuli continued to sound exactly like speech. These individual differences are displayed in Figure 1, which plots average ratings of illusion and control stimuli across all eight repetitions from all 148 participants, sorted so that participants with larger ratings of illusion stimuli after the eighth repetition are closer to the top. (A color plot version of the same figure is presented in the supplementary information, see Figure S1. Additional plots showing individual differences for individual illusion and control stimuli are also available in supplementary information, see Figures S2 and S3. Also see the supplementary information for sound examples of the illusion stimuli and control stimuli with the least and most variability in rating across participants, see Sound Examples S1 through S4.) In addition, Figure 2 displays the difference between the average rating of the last repetition and the average ratings of the first repetition in illusion and control stimuli, as well as the difference in average rating between illusion and control stimuli after the first repetition and the last repetition. The difference between the average last and first repetition rating for illusion stimuli ranged from -0.17 to 8 (mean 1.91, std 1.45), while this difference for control stimuli ranged from -1.17 to 4.92 (mean 0.38, std 0.90). The difference in average rating between illusion and control stimuli after the first repetition ranged from -0.83 to 4.75 (mean 1.33, std 1.04), while this difference after the last repetition ranged from -0.25 to 7.75 (mean 2.85, std 1.61).

To assess the reliability of this speech-to-song testing battery as a measure of individual differences in musicality perception, a Monte Carlo procedure was used. Across 100 iterations, the illusion and control stimuli were randomly divided into two halves. The average rating after the
The difference between ratings of the illusion and control stimuli was then calculated separately for each half of the trials (the *illusion strength* measure described above). The estimates from the two halves were correlated using a Pearson’s correlation. The resulting correlation was corrected using the Spearman-Brown correction, to account for the fact that reliability would be expected to be slightly higher for a test with twice the number of trials. Finally, the median split half reliability across the 100 iterations was calculated. This procedure revealed a reliability of 0.89, suggesting that this testing battery provides a highly reliable measure of individual differences in the perception of musicality in spoken stimuli. A similar procedure revealed that reliability for the *musical prior* measure was also high, reaching 0.96. Interestingly, however, illusion strength and musical prior only weakly correlated ($r(146) = 0.19, p = 0.023$), suggesting that these two measures, although highly reliable, index dissociable aspects of the speech-to-song illusion.

**Figure 1:** Waterfall plot displaying ratings of illusion and control stimuli across all 148 participants, sorted by the final rating of illusion stimuli. Each row shows the averaged ratings of a participant across all 24 stimuli in that category. The illusion stimuli matrix is sorted from highest to lowest final ratings.
rating, and the control stimuli matrix shows each participant’s corresponding average rating profile for control stimuli.

Figure 2: Top-left: histogram displaying the difference between the average rating after the last repetition minus the average rating after the first repetition for illusion stimuli. Bottom-left: histogram displaying similar data for control stimuli. Top-right: histogram displaying the difference between the average initial rating for illusion stimuli minus the average initial rating for control stimuli. Bottom-right: histogram displaying similar data for final ratings of illusion and control stimuli.

Years of musical training did not correlate with illusion strength ($r(146) = 0.10$, $p(\text{corrected}) = 0.531$). However, years of musical training did correlate with musical prior ($r(146) = 0.25$, $p(\text{corrected}) = 0.013$), such that participants with a greater degree of musical training rated all stimuli (both illusion and control) as more song-like across all repetitions. Figure 3 displays
scatterplots relating degree of musical training to both illusion strength and musical prior, as well as average responses to each repetition of illusion and control stimuli in non-musicians and musicians. (For display purposes musicians were defined as having at least six years of training, following Zhang et al. (2020), while non-musicians were defined as having no years of training.)

Figure 3: Top-left: scatterplot displaying years of musical training versus illusion strength. Illusion strength was calculated as the rating difference between the illusion and control stimulus sets after the eighth repetition. Top-right: scatterplot displaying years of musical training versus musical prior.
Musical prior was calculated as the grand average of ratings across all experimental trials over both stimulus sets. Bottom-left: average responses to illusion and control stimuli in musicians (n = 35). Bottom-right: average responses to illusion and control stimuli in non-musicians (n = 64). Error bars indicate standard error of the mean.

There was no correlation between age and illusion strength (r(146) = -0.08, p(corrected) = 0.589). There was similarly no correlation between age and musical prior (r(146) = -0.02, p(corrected) = 0.823). There was no difference in illusion strength (t(146) = 2.19, p(corrected) = 0.152) between participants who identified as female (mean = 3.07, std = 1.54) versus participants who identified as male (mean = 2.48, std = 1.68). Similarly, there was no difference in musical prior (t(146) = 1.25, p(corrected) = 0.533) between participants who identified as female (mean = 3.83, std = 1.25) compared to participants who identified as male (mean = 3.59, std = 1.28). There was no difference in illusion strength (t(146) = 0.09, p(corrected) = 0.927) between bilinguals (mean = 2.87, SD = 1.69) versus monolinguals (mean = 2.84, SD = 1.56). Similarly, there was no difference in musical prior (t(146) = 0.235, p(corrected) = 0.823) between bilinguals (mean = 3.77, SD = 1.30) versus monolinguals (mean = 3.71, SD = 1.24). There was no difference in illusion strength (t(146) = -0.57, p(corrected) = 0.710) between participants whose dominant language was English (mean = 2.82, std = 1.68) compared to participants whose dominant language was not English (mean = 3.01, std = 1.31). Similarly, there was no difference in musical prior (t(146) = -0.22, p(corrected) = 0.823) between participants whose dominant language was English (mean = 3.72, std = 1.25) compared to participants whose dominant language was not English (mean = 3.78, std = 1.32).

2.4. Discussion

We find large individual differences in the magnitude of the song illusion across a diverse sample of participants drawn from the general population. There was widespread agreement across participants that the musicality of the control stimuli did not change with repetition. However, there
was a high degree of variability across participants in the extent to which the illusion and control
stimuli differed in musicality, and this variability increased as the stimuli were repeated: some
participants reported large increases in musicality in the illusion stimuli with repetition, whereas
others reported more modest increases.

Importantly, our split-half reliability calculations showed a reliability of 0.88 for our measure
of illusion strength, which was calculated as the difference in musicality between the illusion and
control stimuli after repetition. This confirms a key prediction of the hybrid model of the speech-to-
song illusion (see Section 1.2), which suggests that deactivation of lexical nodes after repetition frees
up cognitive resources, enabling participants to extract the melodic and rhythmic characteristics of
the phrases and thus assess the presence of musical structure. This model predicts that there will be
strong differences across stimuli in the extent to which they give rise to the illusion (due to
differences in degree of musical structure), but that the magnitude of the differences across stimuli
will vary across participants (due to individual differences in the ability to detect musical structure).
The first prediction was confirmed by previous research (Tierney et al., 2013; 2018b; Graber et al.,
2017). The second prediction is confirmed here, as we find that there are highly stable individual
differences in the disparity in musicality between the illusion and control stimuli. Interestingly,
however, we also find that there are stable individual differences in musicality ratings across the
entire stimulus set, and across all repetitions (our "musical prior" measure). Nonetheless, although
we find both illusion strength and musical prior are reliable measures, they correlated only very
weakly. This suggests that an individual's perception of the musicality of a phrase after repetition is
determined by at least two main factors: their overall tendency to perceive musicality in sound, and
their ability to assess musical structure in complex sounds.

We predicted that musical training would relate to the difference in musicality ratings
between illusion and control stimuli after repetition (i.e. to illusion strength). This prediction was
based on the idea that individuals with musical training would be better able to extract melodic and
rhythmic characteristics from stimuli to assess the presence of musical structure. However, we
found that while degree of musical training did not relate to illusion strength, it did relate to musical prior, such that participants with more musical training were more likely to produce high musicality ratings across all stimuli after all repetitions. This difference can be clearly seen in Figure 3, in which musicians' musicality ratings are higher than those of non-musicians even for control stimuli after the first repetition. This result aligns with and clarifies Vanden Bosch der Nederlanden et al.’s (2015b) finding that when musicians and non-musicians provided ratings of the original Deutsch et al. (2011) speech-to-song stimulus, musicians provided higher ratings overall, i.e. they heard all stimulus presentations more musically regardless of repetition or transposition. One possible explanation for the relationship between musical training and musical prior is that musicians have sufficiently extensive knowledge of a wide variety of musical styles and examples that they can map any random sequence of pitches and durations onto a possible musical framework to some degree.\(^2\)

The lack of a relationship between illusion strength and musical training has two possible explanations. One possibility is that perception of the illusion does not require extraction of the melodic and rhythmic characteristics of stimuli. A second possibility is that individual differences in melody and rhythm perception (i.e. music aptitude) exist independently of and prior to engagement in formal musical training (Kragness et al., 2020), possibly driven in part by genetic differences (Niarchou et al., 2021). Experiment 2 was designed to examine the relationship between music aptitude and illusion strength (see below).

Turning to the effects of age, we did not find any differences between younger and older participants in illusion strength. Prior research has suggested that lexical node satiation decreases with age, as can be seen in decreased verbal transformation effects in older participants (Warren & Warren, 1966; Pilotti & Khurshid, 2004; Pilotti et al., 2011). This result suggests that individual differences in the readiness with which lexical nodes satiate is not a primary factor driving differences in perception of the song illusion in these stimuli. However, this conclusion may not

---

\(^2\) An extreme example of this ability can be seen when jazz accompaniment brings out the musical characteristics of natural speech, as in Henry Hey's orchestration of political speeches and interviews (https://www.youtube.com/watch?v=9nIwwFzDxCk).
generalize beyond the current stimulus set, and stimulus sets designed to elicit cross-stimulus differences in lexical satiation (by manipulating, for example, phonological neighborhood density; see Castro et al., 2018) could lead to larger age effects. We also found no differences in either illusion strength or musical prior between participants who identified as male versus female, suggesting that perception of the speech-to-song illusion is relatively unaffected by gender.

In terms of the effect of language background, we found no differences in illusion strength between monolinguals and bilinguals, nor between dominant and non-dominant speakers of English. This result suggests that detecting musical characteristics in speech is not enhanced by exposure to multiple languages, and that lack of proficiency in a spoken language does not necessarily modulate perception of the speech-to-song illusion in that language. Initially this may seem to contradict prior research suggesting that language history can modulate the speech-to-song illusion, with song perception diminished for stimuli drawn from unfamiliar languages (Castro et al., 2018), especially difficult-to-pronounce languages (Margulis et al., 2015), but enhanced in familiar second languages in bilinguals (Rathcke et al. 2021). Our findings, however, do not necessarily contradict these findings, as our participants were all somewhat familiar with English, even when English was not their dominant language (although we do not have detailed information about participants' proficiency, limiting somewhat the conclusions that can be drawn about language experience and perception of the illusion). Moreover, these prior studies were not designed to investigate individual differences in the variability in illusion perception between strongly versus weakly transforming stimuli. Our finding of a null effect of language background, however, should be qualified by the lack of tone language speakers in our sample, given previous evidence that tone language speakers perceive the illusion differently (Jaisin et al. 2016) and that tone language ability correlates with melody perception skills (Swaminathan, Kragness, Schellenberg, 2021). Our stimuli could be useful for studying effects of tone language experience on perception of the song illusion in future research, provided the participants are bilingual in English.
Overall, we find that although our paradigm can reliably measure individual differences in the strength of the speech-to-song illusion, none of the demographic predictors we measured (including musical training) were significantly associated with illusion strength. What factors, then, might drive individual differences in illusion strength? We hypothesized that individual differences in the ability to extract rhythmic and melodic information from speech could drive variability in illusion strength and investigated this possibility in Experiment 2.

3. Experiment 2

3.1. Introduction: investigating musical aptitude and selective attention to pitch as drivers of the song illusion

One factor driving individual differences in perception of the song illusion could be musical aptitude, i.e., musical abilities which vary between individuals independently of any effect of formal musical training (Kragness et al., 2020) and which may partly reflect genetic differences (Wesseldijk, Mosing, & Ullén, 2021; Niarchou et al., 2021). Indeed, prior work has suggested that certain perceptual and cognitive abilities are more strongly tied to musical aptitude than to musical training (Swaminathan, Schellenberg, & Khalil, 2017; Swaminathan & Schellenberg, 2019; Wesseldijk, Gordon, Mosing, & Ullén, 2021). The extent to which speech stimuli sound musical after repetition has been linked to a variety of stimulus characteristics, including the presence of a steady beat and tonal structure (Tierney et al., 2018b) as well as the flatness of pitch within syllables (Tierney et al., 2013; Falk et al., 2014). Detection of these characteristics may be more successful in participants with greater musical aptitude and more precise auditory perception, leading to more robust perception of the speech-to-song illusion. Another possibility is that individual differences in the ability to direct attention to pitch information help determine the strength of the illusion. Prior research has indicated a link between perception of the illusion and increased pitch salience, as shown via increased activation in pitch-sensitive cortical areas (Tierney et al., 2013). That song perception is linked to increased pitch salience is also supported by the finding that imitation of pitch content is enhanced for song relative
to speech stimuli (Pfordresher, Mantell, & Pruitt, 2021). Participants who can more readily direct attention to pitch information in speech when instructed to do so, therefore, may be better able to detect latent musical structure in stimulus pitch patterns and therefore more robustly perceive the illusion.

To investigate these ideas, in Experiment 2 we examined whether illusion strength was linked to performance on six tests of auditory perception: two tests each of musical aptitude, dimension-selective attention, and psychophysics (Table 1). The musical aptitude tests were the Beat Alignment Test (BAT; Iversen & Patel, 2008), which asks participants to judge whether a series of tone pips is aligned with the beat or shifted away from the beat of clips of music, and the Tonality Alignment Test (TAT), a novel test constructed for the current study which asks participants to judge whether a sung melody is aligned with a tonal grid or misaligned (by being either compressed or expanded). The dimension-selective attention tests (first introduced in Jasmin, Sun, & Tierney, 2021) presented participants with pairs of spoken words which varied orthogonally in relative pitch and relative loudness. Participants were either asked to attend to pitch, indicating which of the two words was higher, or attend to loudness, indicating which of the two words was louder. We predicted that performance on the attention-to-pitch test, but not the attention-to-loudness test, would be linked to the robustness of perception of the speech-to-song illusion. The psychoacoustic tests were pitch and amplitude rise time discrimination (using parameters taken from Kachlicka, Saito, & Tierney, 2019), as we reasoned that participants with more accurate auditory perception may be better able to detect subtle cues to musicality such as slight differences in pitch contour flatness or subtle amplitude envelope cues to beat location. (Amplitude rise time is one of the primary cues conveying the exact timing of musical beats (Danielsen et al., 2019)).
### Table 1. Summary of measures included as possible predictors of illusion strength.

<table>
<thead>
<tr>
<th>Test</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attention to Amplitude</td>
<td>Jasmin et al., 2021</td>
</tr>
<tr>
<td>Attention to Pitch</td>
<td>Jasmin et al., 2021</td>
</tr>
<tr>
<td>BAT</td>
<td>Iversen &amp; Patel, 2008</td>
</tr>
<tr>
<td>TAT</td>
<td>New</td>
</tr>
<tr>
<td>Frequency Discrimination</td>
<td>Kachlicka et al., 2019</td>
</tr>
<tr>
<td>Rise Time Discrimination</td>
<td>Kachlicka et al., 2019</td>
</tr>
</tbody>
</table>

3.2. Methods

3.2.1. Participants

Ninety-five (95) participants were initially recruited from the online recruitment service Prolific. Because catch trials were not included in the speech-to-song illusion perception test in this experiment, participant inclusion was based on performance exceeding at least 55% across both dimension-selective attention tests, the BAT, and the TAT, as well as having at least one response for the first and second half of the repetitions during each trial of the speech-to-song illusion paradigm. One additional participant was excluded due to receiving the lowest possible score on both the frequency and amplitude rise time discrimination tests. Seventy-six (76) participants passed these criteria. Forty-eight of these identified as female, while 28 identified as male. A series of power analyses were conducted in GPower to determine the smallest effect sizes which could be detected at a power of 0.8, given this sample size and an alpha of 0.05. This sample size resulted in a power of 0.8 to detect a correlation of $r = 0.31$. For the analysis of the speech-to-song ratings, given a 2 (stimulus set) X 8 (repetition) RMANOVA design, the sample size resulted in a power of 0.80 to detect main effects and interactions of $F = 0.109$. For the regression analysis, the sample size resulted in a power of 0.80 to detect effect sizes of $F = 2.23$ across six predictors. Participants reported a mean age of 30.7 years (SD 10.5, range 18-67). 74 of the participants reported that their dominant language was English, while 2 participants reported other dominant languages (1 Hindi and 1 Dutch). 62 participants reported being monolingual while 14 participants reported being bilingual (i.e. being able to speak at least two languages). Participants reported a mean of 5.22 years of musical training (std 7.72, range 0-36). Participants were tested using the Gorilla platform for...
online testing (Anwyl-Irvine et al., 2020). The entire experiment lasted approximately 45 minutes. All participants completed the tasks in the same order, as follows: attention-to-amplitude, attention-to-pitch, song illusion experiment, TAT, BAT, frequency discrimination, and amplitude rise time discrimination. Participants were allowed to rest between tasks, but these breaks were optional rather than mandated. Study procedures were approved by the ethics board of the Department of Psychological Sciences at Birkbeck College.

3.2.2. Dimension-Selective Attention Tests

The ability to attend to individual acoustic dimensions in speech was assessed with a pair of tests first presented in Jasmin et al. (2021). Stimuli in this test are drawn from a pair of recordings of sentence fragments which are identical lexically but differ in the position of word emphasis: “STUDY music” and “study MUSIC”. These recordings were morphed onto one another using STRAIGHT (Kawahara & Irino, 2005) so that the extent to which individual acoustic dimensions resembled one versus the other recording could be precisely controlled, while all other acoustic characteristics were set to be constant across stimuli. For these tests, a 4 X 4 grid of stimuli was constructed in which pitch and amplitude varied in the extent to which they resembled the pattern in the initial-emphasis recording (“STUDY music”) versus the final-emphasis recording (“study MUSIC”). [Note that phonetic content was fixed across trials, enabling participants to focus on the target dimensions.] Specifically, the pitch levels used were 0%, 33%, 67%, and 100%, where 0% indicates patterns identical to the initial-emphasis recording, 100% indicates patterns identical to the final-emphasis recording, and 33% and 67% indicate intermediate values. Similarly, the amplitude levels used were 0%, 33%, 67%, and 100%. To summarize, a set of 16 stimuli were constructed in which the extent to which pitch patterns versus amplitude patterns implied the existence of initial versus final word emphasis was independently varied (See Figure S4 for a schematic of the stimulus design).

On each trial, participants were presented with a single stimulus. The two tests involved presentation of stimuli drawn from the same set of 16 possible stimuli but differed in the instructions given to participants. For the Attention to Amplitude test, they were asked to press a
button to indicate whether the first or second word was louder, ignoring any differences in pitch. For the Attention to Pitch test, they were asked to press a button to indicate whether the first or second word was higher in pitch, ignoring any differences in amplitude. Performance on each test was summarized as portion correct. For each test 40 trials were presented, with each trial pseudorandomly drawn from the set of 16 possible stimuli (a single randomization was performed for each test and used across all participants). This test has previously been shown to be sensitive to individual differences in dimensional salience: Mandarin speakers were found to display better performance on the Attention to Pitch test and worse performance on the Attention to Amplitude test, compared to native English speakers, suggesting that their experience speaking a tone language led to increased pitch salience across languages (Jasmin et al. 2021). Stimuli from these tests are available at https://osf.io/hegxs/.

3.2.3. Song Illusion Experiment

The song illusion experiment was conducted in a manner almost identical to that of Experiment 1, the only difference being that the catch trials were not included. Instead, the first four trials of the test consisted of 8 repetitions of practice items. These practice items were taken from the same speakers as the illusion/control stimuli but were different recorded phrases. (None of these four practice stimuli were drawn from the main stimulus set, and so cannot be defined as strictly being included among either the illusion or control stimuli. However, the first author, who assembled the original stimulus set (Tierney et al., 2013), perceived two of them as clearly transforming into song and two of them as continuing to be perceived as speech when repeated.) The inclusion of these items was meant to help participants get accustomed to rating the musicality of stimuli; the ratings of these stimuli were not analyzed.

3.2.4. TAT

To assess participants’ ability to determine whether a stream of sung pitches was aligned with a tonal template, we used a new tonality perception test devised for this study, the TAT. (We
elected not to use the mistuning perception test (Larrouy-Maestri, Harrison, & Müllensiefen, 2019) because it assesses whether listeners can detect a pitch shift between a vocal line and an instrumental accompaniment, whereas the illusion induces melody perception in a single unaccompanied vocal recording.) Stimuli were drawn from the DSD100 (Liutkus et al., 2016), a dataset of 100 publicly available music recordings in which each component instrument can be downloaded separately. A single short portion of the vocal track from each of 22 different recordings was extracted. The duration of these musical passages ranged from 9.5 to 24.6 seconds (mean 15.7, SD 3.9). These 22 stimuli were then divided into three different sets that underwent three different types of pitch morphing in Praat (Boersma & Weenink, 2021). For 6 of the stimuli, the pitch contour was expanded by 30% on a time-point-by-time-point basis (Zatorre & Baum, 2012). This was done by first extracting the fundamental frequency (F0) of each phrase using Praat (default settings, with a time step of 0.01 seconds), then comparing the ratio between the F0 value at each time point and the median F0 across all time points. The F0 of each time point was then adjusted to be equal to 1.3 times its original distance from the median F0, in semitones. (Previous perceptual research suggests that the semitone scale is more relevant to the perception of pitch in speech than the Hz scale [Nolan, 2003].) For 5 of the stimuli, F0 contours were contracted by 30% in a similar manner: the F0 of each time point was adjusted to be equal to 0.7 times its original distance from the median F0. For 11 of the stimuli, the F0 values were set to be equivalent to their original values. However, to ensure that any distortions due to the F0 manipulations were present across all stimuli, the “unaltered” stimuli were constructed by first expanding the F0 contours by 30% and then contracting them back to their original values. Participants were told they would hear 22 melodies, some of which would be in tune, and some of which would not be in tune. They were asked to indicate whether the melody they heard was in tune (by pressing a button marked “in tune”) or out of tune (by pressing a button marked “out of tune”). Task performance was summarized by calculating sensitivity (d’). Stimuli from this test are available at https://osf.io/hegxs/.
This beat perception test used 22 stimuli drawn from Iversen & Patel (2008). These were instrumental musical excerpts from a broad variety of musical genres, including rock, classical, and jazz, onto which a sequence of 1 KHz 100 ms pure tones was superimposed. These tones were either aligned with the beat or shifted away by 25% of the inter-beat-interval. Participants were asked to indicate whether the tones were aligned with the beat or shifted away from the beat (by pressing buttons marked “on the beat” or “off the beat”). As soon as participants selected their response, the next stimulus was presented. A difference between this test and that reported in Iversen & Patel (2008) is that only a short excerpt of each stimulus was presented (long enough to contain seven beats, average duration 3.81 seconds), to keep the experiment relatively brief. Task performance was summarized by calculating sensitivity (d’). Stimuli from this test are available at https://osf.io/hegxs/.

Because the TAT is a novel measure, it is of interest to establish its validity by comparing performance on this test to self-assessments of tonality perception ability. In addition, we were interested in comparing the validity of the TAT to that of the BAT, an already established measure in the field. Participants were asked to indicate on a scale from 1 to 7 the extent to which they agreed with each of four statements, with 1 indicating “not at all” and 7 indicating “agree completely”. These statements were: 1) “I can tell when people sing or play out of tune”, 2) “When I sing I have no idea whether I’m in tune or not”, 3) “I can tell when people sing or play out of time with the beat”, and 4) “When I clap to music I have no idea whether I’m on the beat or not”. A composite measure of self-assessed tonality perception was calculated by averaging the response to question 1 with the inverted response to question 2. Similarly, a composite measure of self-assessed beat
perception was calculated by averaging the response to question 3 with the inverted response to question 4.

3.2.7. Psychoacoustic Discrimination

Two tests were conducted to examine the precision of participants’ perception of frequency and amplitude rise time. Each test consisted of a single 2-down 1-up adaptive staircase design. In each test, stimuli were drawn from a continuum of 101 stimuli, representing 101 different levels of the target acoustic continuum (i.e. either frequency or rise time). In each trial, participants were presented with 3 sounds, with either the first or the third being different from the other two, which were identical. The two identical sounds always corresponded to level 1 of the target continuum. Participants were asked to indicate which of the three sounds was different by pressing either a button labelled “1” or a button labelled “3”. Initially, the target sound level (in other words, the level of the different sound) was set at 50. After every two correct responses, the target level decreased, becoming more similar to the comparison level, while after every incorrect response, the target level increased, becoming more dissimilar to the comparison level. The size of these level increases/decreases changed across the block, becoming smaller after each subsequent “reversal” or inflection point (in other words, two correct responses following a set of incorrect responses, or one incorrect response following a set of at least two correct responses). These step sizes were 10, 5, 2, 1, 1, 1, and 1 before the first through seventh reversals, respectively. The block continued until 75 trials were presented or participants reached the seventh reversal, whichever came first.

The stimulus continua for the two tests were constructed as follows. For the frequency discrimination test, the comparison stimulus was always presented at a fundamental frequency (F0) of 330 Hz, while the target stimulus ranged from 330.3 to 360 Hz in 100 equal linear steps. Frequency discrimination stimuli were 500-ms four-harmonic complex tones with equal amplitude across harmonics with a 0.015 linear amplitude ramp at the beginning and end to avoid perception of transient clicks. For the amplitude rise time test, the comparison stimulus was always presented...
with a linear amplitude ramp at the beginning of the stimulus of duration 15 ms, while the target stimulus ranged from a rise time of 17.8 to 300 ms in 100 equal linear steps. Rise time stimuli were 500-ms four-harmonic complex tones with equal amplitude across harmonics and an F0 of 330 Hz. Thresholds for each test were calculated as the mean of the target stimulus levels at the second through final reversals.

Any variables that were shown to be non-normally distributed according to a Jacque-Bera test were transformed prior to analysis. A rau transformation was used for the attention-to-pitch test and beat and tonality self-assessments, a log transformation was used for the frequency and rise time discrimination thresholds, and years of musical training were converted to ranks.

3.3. Results

As in Experiment 1, across participants the song illusion was very reliably experienced, as seen in the strong interaction between repetition and stimulus set ($F(7,525) = 85.3$, $p < 0.001$). There was once again a main effect of repetition ($F(1,525) = 50.9$, $p < 0.001$) and of stimulus set ($F(1,75) = 182.0$, $p < 0.001$). Illusion strength and musical prior did not correlate ($r(74) = -0.12$, $p = 0.318$), suggesting that these two measures index dissociable aspects of the speech-to-song illusion.

To test the validity of the TAT and BAT, performance on these measures was correlated with self-ratings of tonality perception (the ability to detect whether one’s own singing and others’ singing is in tune) as well as self-ratings of beat perception (the ability to detect whether one’s own singing/playing and others’ singing/playing is on the beat). BAT performance was correlated with beat perception self-rating ($r(74) = 0.42$, $p < 0.001$) but not tonality perception self-rating ($r(74) = 0.21$, $p = 0.072$). TAT performance was correlated with both tonality perception self-rating ($r(74) = 0.42$, $p < 0.001$) and beat perception self-rating ($r(74) = 0.27$, $p = 0.018$). Figure 4 displays the relationship between TAT and BAT performance and tonality and beat perception self-rating. The finding that performance on the TAT relates to self-assessment of both beat and tonality processing suggests that while this measure may be a valid measure of musical aptitude, its specificity in assessing tonality per se may not be optimal.
Figure 4. Upper left panel, relationship between tonality perception self-assessment and performance on the TAT. Upper right panel, relationship between beat alignment perception self-assessment and performance on the TAT. Lower left panel, relationship between tonality perception self-assessment and performance on the BAT. Lower right panel, relationship between beat perception self-assessment and performance on the BAT.

To investigate whether performance on the musical aptitude and auditory perception tests was associated with musical training, Pearson correlations were used to investigate the relationship between musical training and these measures. These correlations were corrected for multiple comparisons using false discovery rate, Benjamini & Hochberg 1995. Years of musical training were not significantly correlated with performance on any of the musical and auditory tests, including
attention to amplitude (r(74) = -0.05, p(corrected) = 0.674), attention to pitch (r(74) = 0.25, p(corrected) = 0.092), TAT (r(74) = 0.30, p(corrected) = 0.053), BAT (r(74) = 0.22, p(corrected) = 0.116), frequency discrimination (r(74) = -0.06, p(corrected) = 0.674), and amplitude rise time discrimination (r(74) = -0.13, p(corrected) = 0.413). These nonsignificant correlations underscore the distinction between musical aptitude and musical training as measures of musical ability (Kragness et al., 2020).

Pearson correlations were used to investigate the relationship between musical aptitude and the strength of perception of the speech-to-song illusion, which was operationalised as the difference in the average ratings of illusion and control stimuli after the eighth repetition (i.e., illusion strength in Experiment 1). These correlations were corrected for multiple comparisons using false discovery rate (Benjamini & Hochberg 1995). Illusion strength was correlated with the ability to direct attention to pitch within spoken phrases (r(74) = 0.26, p(corrected) = 0.044) but not with the ability to direct attention to amplitude within spoken phrases (r(74) = 0.09, p(corrected) = 0.454). Illusion strength was correlated with performance on the TAT (r(74) = 0.30, p(corrected) = 0.027) and performance on the BAT (r(74) = 0.38, p(corrected) = 0.005). Psychophysical discrimination thresholds were not correlated with illusion strength, including frequency discrimination (r(74) = 0.19, p(corrected) = 0.147) and amplitude rise time discrimination (r(74) = -0.14, p(corrected) = 0.256). Figure 6 displays the relationship between illusion strength and musical aptitude.
Figure 5. Left panel, relationship between attention to pitch and final illusion-control rating difference. Middle panel, relationship between TAT performance and final illusion-control rating difference. Right panel, relationship between BAT performance and final illusion-control rating difference.

Pearson correlations were used to investigate the relationship between musical aptitude and musical prior, which was operationalised as mean rating across all stimuli over all eight repetitions. These correlations were corrected for multiple comparisons using false discovery rate (Benjamini & Hochberg 1995). Musical prior was not correlated with performance on any of the auditory or musical tests, including attention to amplitude (r(74) = -0.27, p(corrected) = 0.114), attention to pitch (r(74) = 0.20, p(corrected) = 0.273), TAT (r(74) = 0.02, p(corrected) = 0.894), BAT (r(74) = 0.11, p(corrected) = 0.495), frequency discrimination (r(74) = 0.02, p(corrected) = 0.894), and amplitude rise time discrimination (r(74) = -0.16, p(corrected) = 0.332).

To examine whether the predictors explain independent variance in illusion strength, backwards linear regression was used, starting with a full model containing all (centered, scaled) predictors and removing predictors based on AIC. The Variance Inflation Factor for all predictors was less than 1.6 in the full and reduced models, suggesting that multicollinearity was not a major problem in this dataset. The resulting model (see Table 2) explained 22% of variance in illusion strength (F(3, 72) = 6.80, p < 0.001). Predictors contained in the model included frequency discrimination threshold (beta = 0.306, t = 1.964, p = 0.053), BAT performance (beta = 0.449, t = 2.764, p = 0.007), and TAT performance (beta = 0.340, t = 2.083, p = 0.041). See Figure 7 for a depiction of predicted versus actual illusion strength values across participants.
<table>
<thead>
<tr>
<th></th>
<th>Coefficient</th>
<th>Std. error</th>
<th>t value</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept)</td>
<td>2.327</td>
<td>0.154</td>
<td>15.149</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Frequency discrimination</td>
<td>0.306</td>
<td>0.156</td>
<td>1.964</td>
<td>0.053</td>
</tr>
<tr>
<td>BAT</td>
<td>0.449</td>
<td>0.162</td>
<td>2.764</td>
<td>0.007</td>
</tr>
<tr>
<td>TAT</td>
<td>0.340</td>
<td>0.163</td>
<td>2.083</td>
<td>0.041</td>
</tr>
</tbody>
</table>

**Table 2.** Regression predicting cross-participant differences in illusion strength.

![Figure 6. Scatterplot displaying predicted (x-axis) versus actual (y-axis) illusion strength values across participants.](image)

### 3.4. Discussion

We found that musical aptitude—including performance on the Tonality Alignment Test (TAT) and Beat Alignment Test (BAT)—as well as the ability to direct attention to the pitch of speech were linked to the strength of the speech-to-song illusion (the difference in musicality ratings between strongly transforming versus weakly transforming stimuli) but not to musical prior (the overall tendency to rate stimuli as musical). This result suggests that a key factor driving the song illusion is perceptual sensitivity to the degree of musical structure present in speech. Our findings confirm a key prediction of the hybrid account of the speech-to-song illusion, in...
which satiation of lexical nodes frees up cognitive resources so that listeners can focus on extraction of rhythmic and melodic information from stimuli. Our results suggest that not all listeners are equally able to assess the musical structure of acoustic stimuli, and that this assessment skill may be driven by sensitivity to the details of musical pitch and rhythmic patterns. Importantly, we find that musical aptitude is not linked to individual differences in musical prior, suggesting that our results are not driven by an overall tendency for certain listeners to perceive stimuli as musical, but truly reflect differences in the ability to assess musical structure in non-musical stimuli.

The strongest predictor of the strength of the speech-to-song illusion was performance on the BAT. The presence of an isochronous beat is one of the most reliable characteristics distinguishing speech from music cross-culturally (Savage, Brown, Sakai, & Currie, 2015). Moreover, the presence of a steady pulse has also been shown to be a useful feature when constructing automatic classifiers of speech versus music (Scheirer & Slaney, 1997). Listeners may, therefore, be broadly aware that song tends to contain an isochronous beat while speech does not and use the presence or absence of a musical beat as relevant evidence when categorizing a stimulus as speech versus song. Indeed, we have previously shown that within the stimulus set used in the current study, stimuli with more isochronous beats (as extracted via a computational model of beat perception) are perceived as more musical after repetition (Tierney et al., 2018b). Beat perception is not limited to musicians, but rather is a broadly present skill in the general population: although neural entrainment to musical beats is enhanced by musical training, it is clearly present in non-musicians (Doelling & Poeppel, 2015). There is some evidence that beat perception emerges very early in development: infants coordinate their movements with the musical tempo based on musical pulse clarity (Zentner & Eerola, 2010) and can integrate auditory and somatosensory/proprioceptive information when deciding which notes carry musical beats (Phillips-Silver & Trainor, 2005).

Nevertheless, although basic competence in beat perception is widespread, there are large individual differences in this ability (Müllensiefen, Gingras, Musil, & Stewart, 2014; Tranchant, Vuvan, & Peretz, 2016; Tranchant, Lagrois, Bellemare, Schultz, & Peretz, 2021), and impaired beat
perception may limit individuals' ability to detect musical structure in speech and other non-musical stimuli.

Performance on the TAT was another significant predictor of the strength of the speech-to-song illusion. The use of discrete scales is another characteristic that distinguishes speech from music cross-culturally (Savage, Brown, Sakai, & Currie, 2015). Listeners may, as a result, take the presence of tonality as evidence that a stimulus should be categorized as song rather than speech.

Tonality perception, like beat perception, is widespread in the general population: Western European musicians and non-musicians show a preference for scale structure in melodic sequences (Cross, Howell, & West, 1983). Our findings, however, suggest that not everyone is equally able to detect the presence of scale structure, and that individual differences in this ability help determine variability in the robustness of musicality perception in non-musical stimuli. The correlation between tonality perception and speech-to-song perception (as well as with self-assessment of tonality perception skills) demonstrates the validity of this novel measure, which may be useful in a variety of future studies of tonality perception, including investigations of the relationship between musical and language skills, studies of the effects of musical training, and research on the development of musical abilities.

We find that the ability to direct attention to pitch in speech is linked to the robustness of perception of the speech-to-song illusion. This relationship, however, does not reflect the influence of general attentional skills, as the ability to direct attention to amplitude in speech was not linked to perception of the illusion. This finding aligns with the proposal by Deutsch et al. (2011) that perception of musical characteristics in speech is inhibited by default because pitch salience is down-regulated during speech perception, but that repetition of speech disinhibits attention to pitch, making possible the detection of musical characteristics in stimuli. Several findings support the possibility that variation in other acoustic dimensions can interfere with pitch perception, possibly by diverting attention away from pitch. For example, Warrier & Zatorre (2002), Allen & Oxenham (2014), and Caruso & Balaban (2014) showed that the presence of variation in timbre can interfere
with pitch perception, while Russo, Vuvan, & Thompson (2019) found that vowel content can interfere with relative pitch perception in speech stimuli. The idea that perceiving the speech-to-song illusion can lead to increased pitch salience is supported by the finding that pitch-sensitive cortical areas increase in activation when illusion stimuli are repeated (Tierney et al., 2013). This increase in salience may be greater in individuals who can more readily direct attention to pitch, leading to more robust perception of the illusion.

4. General discussion

Writing in 55 BCE, Cicero remarked in De Oratore that “even in speaking there may be a concealed kind of music.” Over 2,000 years later, the discovery of the song illusion provided compelling evidence for this claim (Deutsch, 2003; Deutsch et al., 2011). The current work on individual differences in the experience of the illusion suggests that Cicero’s phrase should be updated: “even in speaking there may be a concealed kind of music, though only some can hear it.” Specifically, our results suggest that the ability to focus on and extract several different kinds of auditory and musical cues is linked to the strength of the song illusion. These results align with prior work on other auditory illusions, which has generally shown that the salience of (and ability to perceive) different stimulus characteristics is linked to the influence these characteristics have on the final percept. In the “Yanny/Laurel” illusion, for example, whether individuals perceive “Yanny” versus “Laurel” is linked to their degree of prior exposure to lower versus higher auditory frequencies in their environment (Gwilliams & Wallisch, 2020). Similarly, the magnitude of the McGurk effect correlates with lipreading skill (Strand, Cooperman, Rowe, & Simenstad, 2014; Brown et al., 2018), as well as the amount of time individuals spend fixating their gaze on a talker’s mouth during audiovisual speech perception (Gurler, Doyle, Walker, Magnotti, & Beauchamp, 2015). The song illusion, therefore, like other illusions, may involve the weighting of multiple potential cues to which individuals are differentially sensitive.

Our findings support theoretical models of the song illusion which suggest that perception of the illusion requires extraction of musical characteristics from the stimuli (Deutsch et al. 2011,
Tierney et al. 2018b). The need to extract musical characteristics from the stimuli could partly explain the increase in musicality perception with repetition. Prior work has shown that perception of pitch interval size is surprisingly poor after a single presentation of a melody, and that melody repetition is necessary before participants achieve consistent interval perception (Deutsch, 1979). The idea that the increase in song illusion strength with repetition is driven by the time it takes to extract musical characteristics from the stimuli is supported by the finding that the increase in musicality with repetition is similarly sized when speech stimuli and synthesized complex tone stimuli with identical pitch contours are presented (Tierney et al., 2018a).

Our findings constrain theories of the song illusion in significant ways. The finding that individual differences in perception of the illusion are linked to musical aptitude is not predicted by models which suggest that the illusion is driven by deactivation of lexical nodes and continued activation of syllable nodes (Castro et al., 2018). While our results indicate that Node Structure Theory does not provide a sufficient explanation of the song illusion, our results do not imply that deactivation of lexical nodes is not relevant to perception of the illusion. Our experiment was not designed to test the theory that individual differences in the speed or robustness of lexical satiation drive individual differences in perception of the illusion, an idea worth exploring in future research. Here we find that musical aptitude predicts the strength of the song illusion, but musical training does not. This may seem somewhat contradictory since the main goal of musical training is to boost musical skills. Indeed, prior work has shown that musicians demonstrate more precise mistuning perception (Hutchins, Roquet, & Peretz, 2012; Larrouy-Maestri, 2018) and stronger neural entrainment to musical beats (Doelling & Poeppel, 2015; but see Hickey, Merseal, Patel, & Race, 2020). However, the lack of a relationship between musical training and illusion perception aligns with other recent work finding that cognitive/perceptual abilities are more strongly linked to musical aptitude than to degree of musical training (Swaminathan, Schellenberg, & Khalil, 2017; Swaminathan & Schellenberg, 2019). One possibility is that strong individual differences in musical aptitude exist prior to music training, and in fact help determine whether individuals begin (and stick
with) musical training (Kragness et al., 2020). Overall, our results suggest that individual differences in the perception of musicality in speech are tied to musical skills that do not depend strongly on formal musical training, possibly reflecting stable traits influenced by genetic differences between individuals (Wesseldijk et al., 2021; Niarchou et al., 2021). It should be noted that we measured musical training, rather than musical experience, and therefore it remains an open question whether aspects of perception of the speech-to-song illusion are related to musical experience (which future research could investigate using the Gold-MSI: Müllensiefen et al., 2014).

Although our finding of a relationship between musical aptitude and illusion strength represents an initial step towards understanding the factors driving individual differences in perception of the speech-to-song illusion, the results of our linear regression explained only 22% of the variance in illusion strength. It is likely, therefore, that other major factors driving individual differences in perception of the illusion remain to be uncovered. One possibility is that individuals who tend to focus on the F0 rather than spectral information when assessing pitch contour may more robustly perceive the illusion. Research on perception of the missing fundamental contour has shown that there exist large individual differences in the extent to which listeners rely on F0 versus spectral information when judging the interval between two notes (Schneider et al., 2005; Ladd et al., 2013). These divergent listening strategies may have consequences for the ability to extract musical information from sound sequences. Although pitch contour can be as easily extracted from inharmonic compared to harmonic sounds, the ability to extract F0 information facilitates judgment of exact pitch intervals and tonality (McPherson & McDermott, 2018) as well as memory for pitch (McPherson & McDermott, 2020). As a result, spectrally-biased listeners may have difficulty detecting musical regularities latent in the speech-to-song illusion stimuli. Another possible factor driving individual differences in perception of the illusion is the extent to which individuals find music rewarding or absorbing: listeners with a greater hedonic or absorptive response to music may be more keen to seek out musical characteristics in non-musical stimuli. This hypothesis could be tested in future work using the Barcelona Musical Reward Questionnaire (Mas-Herrero, Marco-
or the Absorption in Music Scale (Sandstrom and Russo, 2013). Answers to specific questions within these scales may prove especially useful for helping predict susceptibility to the song illusion, e.g., “I like to find patterns in everyday sounds” from the Absorption in Music Scale. Individual differences in the vividness and control of auditory imagery could help predict illusion strength as well (Halpern, 2015).

In conclusion, we find that there are strong, reliable individual differences in the tendency to perceive certain repeated spoken phrases as sung. These differences seem to be largely independent of demographic characteristics, including language and musical training, but are linked to individual differences in specific perceptual and musical skills. This finding suggests that individual differences in auditory abilities may strongly affect perceptual categorization, influencing not only categorization judgments within a domain (such as speech perception; Jasmin, Dick, Holt, & Tierney, 2020) but even perceptual categorization between domains (here, speech versus music). A deeper understanding of these individual differences would help researchers predict whether a given listener will experience a particular spoken phrase as sung when repeated. This in turn would provide a powerful tool for exploring the cognitive and brain mechanisms underlying selective neural responses to speech and music (Ogg, Moraczewski, Kuchinsky, & Slevc, 2019; Zuk, Teoh, & Lalor, 2020; Boebinger, Norman-Haignere, McDermott, & Kanwisher, 2021), by using the same physical stimuli to elicit categorically different perceptual experiences.
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