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Abstract 

When reproducing the remembered location of dots within a circle, judgments are 

biased towards the centre of imaginary quadrants formed by imaginary vertical and 

horizontal axes. This effect may result from the heightened precision in the visual 

system for these orientations in a retinotopic reference frame, or alternately on the 

internal representation of gravity. We dissociated references frames defined by the 

retina and by gravity by having participants locate dots from memory in a circle when 

their head was upright (aligned with gravity) versus tilted 30° to the left (misaligned 

with gravity). We mapped the structure of spatial prototypes in a data-driven way using 

a novel ‘imaging’ procedure. We calculated the rotation of the prototype maps which 

maximized the similarity between postures, letting us quantify the contribution of each 

reference frame. Spatial categories are determined by a combination of reference 

frames, with clear contributions from both gravitational and retinal factors. 

 

Keywords: spatial perception, reference frames, spatial memory, categories, gravity, 

prototypes 

 

 

  



Gravitational and Retinal Reference Frames 

 3 

 

Introduction 

Categories provide a fundamental source of structure for perception and memory 

(Harnad, 1987). Classic studies have shown systematic biases in spatial memory, 

demonstrating that fine-grained memory traces are combined with categorical spatial 

prototypes (Cheng et al., 2007; Huttenlocher et al., 1991). For example, when people 

reproduce the remembered location of a dot within a circle, their judgments are biased 

towards the centre of mass of each imagery quadrant of the circle divided along the 

vertical and horizontal meridians (Huttenlocher et al., 1991, 2004; Lipinski et al., 2010; 

Wedell et al., 2007). This shows that people implicitly, and automatically, segment 

geometric shapes, and use this imaginary structure to shape working memory for object 

location. Location memory is thus biased towards particular regions, which serve as 

spatial prototypes, pulling in nearby stimuli. These spatial prototypes function 

essentially as Bayesian priors for memory such that reconstructed locations involve a 

weighted combination of fine-grained memory traces and prototypical locations. 

Huttenlocher and colleagues have shown that despite the bias introduced by such 

spatial prototypes that this can nevertheless reduce overall error when memory in 

imprecise (Duffy et al., 2006; Huttenlocher et al., 2004; Newcombe & Huttenlocher, 

2000). 

 

We recently developed a novel procedure for ‘imaging’ the structure of spatial 

prototypes of a shape in a data-driven way (Azañón et al., 2020). By analysing the 

overall pattern of directional memory errors, we identified regions of shapes that 

tended to attract responses, and regions that tended to repel them, and therefore we 

could visually estimate the category boundaries imposed by the participants. We used 
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this method on various geometrical shapes to show that spatial prototypes are defined 

with respect to multiple frames of reference, based both on intrinsic features of the 

object itself (e.g., axes of symmetry) and features extrinsic to the object (e.g., orientation 

relative to vertical). These extrinsic reference frames potentially include both egocentric 

reference frames based on the perceiver’s own body and sensory apparatus, and 

allocentric reference frames based on features of the environment. The findings of 

Azañón and colleagues are important as they show that people do not exclusively use 

extrinsic reference frames of reference, as previously argued (Engebretson & 

Huttenlocher, 1996; Huttenlocher et al., 2004; Wedell et al., 2007), but the imposition of 

vertical and horizontal axes is nuanced and depends on the context and the type of 

information available. 

 

Some researchers have suggested that the division of a shape by horizontal and vertical 

meridians is based on the heightened precision in the visual system for these 

orientations in a retinotopic reference frame (Engebretson & Huttenlocher, 1996; 

Huttenlocher et al., 2004). This interpretation is consistent with a substantial body of 

evidence that visual sensitivity is enhanced for stimuli aligned with the vertical and 

horizontal meridians compared with diagonal stimuli (Campbell et al., 1966; Heeley & 

Timney, 1988; Orban et al., 1984), a phenomenon known as the ‘oblique effect’ (Appelle, 

1972). Neurophysiological studies of orientation-selective neurons in monkey visual 

cortex have found that a disproportionate number of neurons show selectivity for 

vertical and horizontal stimuli (De Valois et al., 1982; Mansfield, 1974). Similarly studies 

in humans have shown stronger responses for vertical and horizontal stimuli in the 

visual cortex using both electrophysiological evoked-responses (Maffei & Campbell, 

1970) and fMRI (Furmanski & Engel, 2000). 
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It is also possible, however, that this division is based on an absolute reference for 

spatial perception, such as the internal representation of the gravitational vector. On 

Earth, gravity is a constant downwards acceleration of approximately 9.8 m/s2. 

Perceiving the direction of gravity is essential for balance and orientation in space. The 

vestibular system signals the brain the orientation of one's own head relative to gravity. 

Vestibular information is integrated with signals from vision, proprioception and 

somatosensory system to build a coherent representation of the right way up, the so-

called gravitational vertical (Berthoz, 1996). The perception of the gravitational vertical 

is very accurate when observers are upright, but biases emerge when people are tilted 

away from the gravitational vector. That is, tilting either the body or the head biases 

verticality perception of visual lines (Van Beuzekom & Van Gisbergen, 2000). A high 

degree of roll tilt (>30-60°) induces an Aubert Effect, or A-effect, wherein the verticality 

perception was biased toward the longitudinal body axis (Aubert, 1861). Conversely, 

smaller roll tilts cause a Müller Effect, or E-effect, wherein the verticality perception is 

biased away from the direction of tilt (Müller, 1916). 

 

Since the gravitational vertical defines what is up and what is down and deviations 

thereof in a gravitational field, it might not be so surprising that this information is used 

as a reference for behaviour. Studies in rats have shown that gravity modulates the 

representation of spatial layout in hippocampal place cells (Grieves et al., 2019) and 

grid cells (Casali et al., 2019). In non-human primates, gravity similarly modulates scene 

structure in the ventral visual pathway (Vaziri & Connor, 2016) and tuning functions of 

orientation-selective visual neurons (Horn & Hill, 1969; Rosenberg & Angelaki, 2014). 

Studies in humans have also identified broader contributions of the gravitational vector 
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to perception and cognition, including the geometry of defensive peripersonal space 

(Bufacchi & Iannetti, 2016), perceived body-part weight (Ferrè et al., 2019) and location 

(Gallagher et al., 2021), and even aesthetic judgments (Gallagher & Ferrè, 2018). 

 

Our previous study (Azañón et al., 2020) provided evidence for the use of multiple 

reference frames in determining spatial prototype effects. Here, we applied similar logic 

to quantify the roles of retinal and gravitational reference frames in determining the 

structure of spatial prototypes, which in turn reflect the observed systematic biases in 

spatial memory. Participants saw a dot appear inside a circle, and after a 1 sec delay 

reproduced the remembered location of the dot in another circle that appeared at a 

different location on the monitor (Figure 1). By analysing the pattern of directional 

memory error vectors (i.e., the deviation of remembered location compared to actual 

location), we quantified for each location within the circle to what extent it tended to 

attract versus repel remembered location, using the procedure we recently developed 

(Azañón et al., 2020). In separate conditions, the participant’s head was aligned with the 

gravitational vertical (i.e., head upright) or misaligned (i.e., head tilted 30° to the left). 

Participants viewed the screen through a circular aperture, which prevented the use of 

environmental cues. 

 

Methods 

Participants 

Twenty individuals (10 men, 10 women) between 17 and 49 years of age (M: 21.7 

years) participated. Eighteen were right-handed by self-report, and two left-handed. 

Participants were naïve regarding the purpose of the experiment, provided written 

informed consent, and were paid for participation. Procedures were approved by the 
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local research ethics committee at Royal Holloway, University of London, and were in 

line with the principles of the Declaration of Helsinki. 

 

In our previous study using this paradigm (Azañón et al., 2020), the key statistical test 

to distinguish reference frames was in Experiment 4 and gave an effect size of d = 0.872. 

A power analysis using G*Power 3.1 software (Faul et al., 2007) using this effect size 

and alpha of .05 showed that our sample had power of more than .95 to detect an 

equivalent effect. We thus believe that our sample is appropriately powered to 

distinguish between retinal and gravitational reference frames. 

 

Materials and Procedure 

Stimuli were shown on a 22-inch monitor with a black background (1680 x 1050 pixels 

resolution). Participants viewed the screen from a distance of 50 cm. The stimuli 

consisted of a black dot (0.23° of visual angle in diameter, 7 pixels) which appeared 

inside a grey circle (RGB: 0.86, 0.86, 0.86; 16.03° of visual angle in diameter, 500 pixels). 

The location of the circle on the monitor varied randomly on each trial, and the dot 

could appear in one of 200 different locations within the circle. The distribution of dot 

locations was identical across participants but was different across the two conditions 

(tilted and straight). The configuration of the dots for each of the two conditions was 

reversed in half of the participants, so that the dots presented in the circle in the upright 

condition for half of the participants were those presented in the tilted condition for the 

other half, and vice versa. In creating the distribution of locations, we aimed to create a 

visually uniform distribution without physical overlap of the dots. The centre of all dots 

were at least 20 pixels from the edge of the circle and the centres of pairs of dots were 

at least 24 pixels apart. Five additional dots were presented at the start of the 



Gravitational and Retinal Reference Frames 

 8 

experiment as practice trials, and were not analysed. The stimuli were viewed through a 

shroud creating a circular aperture (diameter of 18.5 cm), which occluded peripheral 

vision and prevented participants using environmental cues such as the frame of the 

monitor or the alignment of walls, similar to that used in previous studies (Gallagher & 

Ferrè, 2018). Presentation of stimuli and collection of responses were controlled by a 

custom script in MATLAB (Mathworks, Natick, MA) using the Psychtoolbox (Brainard, 

1997). The room was kept dark throughout the experiment. 

 

On each trial, the circle appeared at a random location on the monitor, inside the 

circular space left by the cone. After one second, the dot appeared at a random location 

within the circle for one additional second (i.e., the encoding interval). Then the circle 

and dot disappeared and a blank screen was shown for one second (i.e., the retention 

interval). Then the circle reappeared at a different random location on the monitor and 

the participant’s task was to localise the relative position of the dot within the circle 

using the mouse. The mouse cursor appeared at the same time as the circle at a random 

location on the screen. 
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Figure 1: a) Example of a trial. Participants saw a grey circle appear on the 

screen, followed 1 sec later by a small black dot (shown larger than actual size for 

illustrative purposes). After a 1 sec delay, the white circle appeared at another 

location on the screen and participants used the mouse cursor to reproduce the 

relative location of the dot within the circle. The head of the participant was either 

upright or tilted 30° to the left. Participants viewed the screen through a circular 

aperture, which prevented the use of environmental cues. b) Procedure to 

estimate the cosine similarity index (CSI) maps. Error vectors for one 

hypothetical participant (left panel; note that in reality there were 200 dot 

locations, rather than 14 as in the example). A detailed description of how the CSI 

maps were estimated can be found in (Azañón et al., 2020). In summary, we used 

the cosine between two vectors as a measure of similarity between their 

directions. One of the vectors provides information about the direction of the 

response error (i.e., the black arrows in the figure) that the participant made for a 
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specific dot (e.g., the blue dot on the right of the circle of panel b). The other vector 

provides information about the direction between the same specific dot (blue dot) 

and one pixel within the circle (e.g., the green dot) that was chosen as potential 

prototype location during the estimation process. This pixel represents the ending 

point of the predicted error vector if it was the prototype. Note that, as this is a 

data-driven approach, all pixels within the circle are used as potential prototypes 

(one at a time during the iteration process). The cosine of the angle between these 

two vectors represents the similarity of the directions: If the cosine is 1, then the 

response error vector points exactly towards the selected pixel (in other words, 

the response is pulled towards that location); If the cosine is -1, then the response 

error vector points against the selected pixel (i.e., it is pushed away from that 

location); If the current pixel does not affect the response in any way, then the two 

vectors are expected to be (on average) perpendicular and the cosine is equal to 

0.5. The intermediate values represent how much a predicted location affect a 

response (either pulling toward or repelling the responses). To estimate a cosine 

similarity index for a given pixel, the contribution of all cosine are taken into 

account (i.e., how much a specific pixel influences all responses) as illustrated in 

the right circle of panel b. As it is expected that a pixel influence especially 

neighbouring responses, dots that were closer to the current pixel were given 

larger weights than dots further away, see the Methods (Analysis) section and 

(Azañón et al., 2020). c) Cosine similarity index (CSI) map. Example of a CSI map 

derived from the actual dots and localization responses shown in panel b (also 

reported over the CSI map). Larger reddish values indicate regions that acted as 

“attractors” for the responses (see how responses converge towards these 
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regions); Smaller bluish values indicate regions that “repelled” responses; Values 

close to zero indicate regions that did not influence the responses.  

 

Participants placed their head on a chinrest secured to the table. In the upright 

condition, the participant positioned their head upright on the chinrest. In the tilted 

condition, the experimenter used a protractor to tilt both chinrest and participant’s 

head 30° to the left. The participant’s head was therefore fixed to the chinrest and no 

movements were allowed. In each condition, the participant was instructed to maintain 

their head position throughout each experimental block and the experimenter checked 

it during the block. We selected a tilt of 30° because it is a moderate tilt which can be 

comfortably maintained for extended periods of time, and has been used in similar 

perceptual studies (Beck et al., 2020). 

 

Participants completed two blocks each of the upright and tilted conditions. The order 

of conditions was counterbalanced across participants using an ABBA scheme. Each 

block consisted of 100 trials. There was a break midway through each block (after 50 

trials).  

 

Analysis 

Analysis procedures were similar to those in our recent paper (Azañón et al., 2020). For 

each pixel in the circle (195,200 pixels, out of the 250,000 in the 500x500 square in 

which the circle was inscribed), we calculated the ‘cosine similarity index’ (CSI) to 

quantify the extent to which error vectors are attracted towards versus repelled from 

that location. The CSI quantifies the similarity in direction between actual error vectors 
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and the predicted vectors if they all pointed towards that location. For each participant, 

we have 200 error vectors in each of the two head orientations. We excluded trials in 

which the response was made outside of the circle (5 trials in total; 0.06%).  

To obtain a CSI value for each given pixel, we calculated the cosine of the angle formed 

between the actual and predicted error vectors for each of the 200 error vectors. Error 

vectors were computed as the difference between the target dot location and the 

location reported from memory by the participant, while predicted vectors 

corresponded to the difference between the response dot and the location of the given 

pixel. A cosine value of 1 indicates that the direction of the error vector was identical to 

the predicted vector, and a value of -1 indicates that it goes in the opposite direction. 

Each cosine was weighted using a Gaussian window, which gave more weight to target 

dots close to the given pixel. The Gaussian window (w) as defined as 𝒘(𝒏) = 𝒆−𝒏𝟐/𝟐𝟐
, 

where the standard deviation corresponds to  = (𝐋 − 𝟏)/(𝟐𝛂). L, as the window 

length, was set to the 500 pixels (the diameter of the circle). α was set to 10.78 pixels as 

in Azañón et al., 2020 to produce a Gaussian window where the most informative range 

of weights, i.e., from 1 to 0.1, are given to distances that are shorter than 20% of the 

window length L. Finally, we calculated the CSI for the pixel as a weighted mean of the 

individual cosines, according to the following formula: 

 

 

 

This index integrates the contribution of all 200 error vectors. bt indicates the weight 

given to each cosine according to the Gaussian window, and αt indicates the angle 
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between the actual and predicted error vectors. Note that we have implemented a 

toolbox to compute CSI in Matlab using the described protocol, see in 

https://github.com/antigosa/prototypes_toolbox.  

 

To estimate the amount of rotation of the prototype structure in the tilted head 

condition, for each participant, we computed the Euclidean distance between the 

prototype maps in the upright and tilted head conditions. Each pixel in the maps was 

treated as a separate dimension and the Euclidean distance was computed using the 

pdist function in MATLAB. Only pixels inside the circle were used. We then started a 

procedure that rotated the tilted head prototype map up to 45° in the counter-clockwise 

and clockwise directions with a step of 0.01°. At each iteration (i.e. tested angle), we 

calculated the Euclidean distance between the rotated map from tilted condition and 

the unrotated map from the upright condition. The minima distance indicated the 

rotation angle that maximized the similarity between the prototype maps of the two 

conditions for that participant. The same analysis was also performed using the 

Pearson’s correlation coefficient as a measure. As the rotations that minimized the 

Euclidean distance were essentially identical to those that maximized the correlation (r 

> .999), only the former were reported, as the t-statistics are essentially identical. 

 

To identify pixels in the mean similarity maps that were significantly different than 

zero, we ran a one-sample t-test across participants on CSI values at each pixel inside 

the circle, separately for each condition. To control for multiple comparisons, we 

adopted a cluster-based permutation analysis with Monte Carlo, as we previously 

reported  (Azañón et al., 2020). This procedure is similar to methods widely used in 

neuroimaging to assess cluster-level significance (Maris & Oostenveld, 2007; Nichols & 

https://github.com/antigosa/prototypes_toolbox
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Holmes, 2001). In summary, we first identified clusters of pixels as neighbouring pixels 

(i.e. that shared at least one vertex) with t-values higher than Tcrit(19)=3.58 (p<0.001) 

and computed a cluster statistics (i.e. the sum of the individual values). Then, to build a 

null distribution, the same procedure was repeated 5000 times but, at each iteration, 

the signs of the CSIs for randomly selected participants were flipped before computing 

the clusters. We finally counted the number of times the clusters individuated under the 

null distribution exceeded the observed clusters and the p-value was computed by 

dividing this number by the number of iterations. Only the observed clusters that were 

exceeded by the permuted values less than 5% of the times (p<0.05) were considered 

significant.  

 

Raw data and analysis scripts are available at: https://osf.io/9z54m/ 

 

 

Results 

Consistent with previous research (Azañón et al., 2020; Huttenlocher et al., 1991, 2004), 

responses in the upright head posture were biased towards the centre of mass of each 

of four imagery quadrants formed by bisecting the circle along the horizontal and 

vertical meridians (Figure 2, top panel; Figure 3). If the reference frame for this 

segmentation is defined with respect to gravity, the pattern of spatial prototypes should 

be unchanged in the tilted posture, since the direction of gravity is vertical and constant. 

Conversely, if the reference frame is determined with respect to the retina, the 

prototype structure should be rotated by 30°, matching the orientation of the head.  

 

https://osf.io/9z54m/
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To identify the amount by which prototype structure was rotated, we calculated the 

Euclidean distance between the prototype maps in the upright and tilted head posture 

conditions. We then rotated the map in the tilted posture to identify the magnitude of 

rotation that minimised the Euclidean distance between the two maps (Figure 2, bottom 

panel). The mean angle across participants was 8.8°, significantly different from 0°, 

t(19) = 6.47, p < .0001, d = 1.45, indicating a contribution of a retinotopic frame of 

reference. This mean angle was also significantly different from 30°, t(19) = 15.56, p < 

.0001, d = 3.48, indicating a contribution of a gravicentric frame of reference. Finally, 

this mean angle was significantly smaller than 15°, t(19) = 4.54, p < .001, d = 1.02, 

indicating that the weighting given to the gravicentric reference frame was larger than 

that given to the retinotopic one. On average, this corresponds to a weight of .294 for 

the retinotopic frame, and .706 for the gravicentric one. 
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Figure 2: Top row: By analysing the pattern of directional memory errors, we 

quantified for each location in the circle whether it tended to attract or repel 

responses with the cosine similarity index (CSI), comparing the similarity of 

actual error vectors with those predicted if they were all pointing at that 

location. Consistent with previous work, there were four distinct spatial 

prototypes formed by dividing the circle along horizontal and vertical meridians. 

Bottom left: The Euclidean distance between prototype maps in the two head 

postures as a function of the degree of rotation of the map in the upright 
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condition. The black curve shows the mean Euclidean distance between maps, 

and the grey shaded region shows the 95% confidence interval. The grey vertical 

lines indicate the angles at which the Euclidean distance is minimised for each 

participant. Bottom right: Each grey line indicates the orientation of the 

prototype map in the upright posture for one participant. The thick black line 

shows the mean orientation across participants. The thick blue line indicates the 

orientation predicted if participants relied exclusively on a gravitational 

reference frame, and the thick orange line shows the orientation predicted if 

participants relied exclusively on a retinal reference frame. 

 

 

 

Figure 3: Statistical parametric maps showing the t-statistic calculated on CSI 

values at each pixel within the circle. Only clusters that survived correction for 

multiple comparison correction are shown. 
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Discussion 

Our results show that spatial memory is determined by a dynamic combination of 

reference frames, with clear contributions from both gravitational and retinal factors. 

This is consistent with the results from our recent study (Azañón et al., 2020) in which 

we found that the structure of spatial prototypes was determined by a flexibly-weighted 

combination of reference frames determined by the intrinsic geometry of shapes (e.g., 

axes of symmetry) and extrinsic factors linked to the observer or the environment. The 

present study provides deeper insight into the nature of these extrinsic frames of 

reference.  

 

In particular, we find that the weight given to gravity is substantially greater than that 

given to retinal orientation. There is a longstanding debate regarding the relative 

importance of these cues to self-orientation, with some authors emphasising the 

importance of retinal (Dichgans et al., 1972; Koffka, 1935) and others gravitational 

(Clemens et al., 2011; Gibson & Mowrer, 1938) cues. In showing that the weighting 

given to gravity is greater than that given to retinal cues, our results are consistent with 

the interpretation of Gibson and Mowrer (1938) that gravity is “the more decisive factor 

in cases of real conflict between the two types of sensory data” (pg. 303). It is also 

possible that sensory cues from other sources might influence perceived verticality, 

such as the so-called idiotropic vector (Merfeld et al., 1999). For example, Dyde and 

colleagues (2006) isolated independent contributions of visual, gravitational and 

idiotropic reference frames to the subjective visual vertical. 

 

Our study focused on the use of implicitly-imposed horizontal and vertical meridians for 

spatial memory for object location, but did not assess immediate perception of stimulus 
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orientation. Our paradigm is notably different from tasks involving explicit judgments of 

verticality in that participants are never instructed to judge verticality. The use of 

implicit vertical and horizontal axes to segment the circle in the present study is 

entirely automatic, and participants may even be unaware that they are dividing the 

shape in this way.  

 

This simultaneous use of multiple reference frames is consistent with recent research 

investigating the frames of reference determining the structure of hippocampal place 

cells (Grieves et al., 2019) and grid cells (Casali et al., 2019) in rats, which has found a 

flexible integration of multiple frames of reference related to the animal’s body and to 

gravity. While head-direction responses in rodents have generally been studied in the 2-

dimensional horizontal plane, studies in bats have shown that neurons in the 

presubiculum represent the orientation of the head in all three spatial dimensions 

(Finkelstein et al., 2014). While, to our knowledge, no studies in humans have 

demonstrated similar representations, it is notable that the vestibular system provides 

constant sensory signals about the direction of the gravitational vector and the 

orientation of the head relative to gravity. We thus suggest that the vestibular system 

may play an important role in determining references frames for spatial memory. 

 

In showing that gravity is dominant over retinal cues, our results could be interpreted 

as evidence against the interpretation of Huttenlocher and colleagues (Engebretson & 

Huttenlocher, 1996; Huttenlocher et al., 2004) that the segmentation of shapes in the 

formation of spatial prototypes is related to the ‘oblique effect’ (Appelle, 1972). It is 

worth noting, however, that there is evidence that the orientation-selectivity of neurons 

in the visual system may itself be modulated by head orientation (Horn & Hill, 1969; 
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Rosenberg & Angelaki, 2014). While the classic orientation-selectivity of the visual 

cortex (Hubel & Wiesel, 1998) is generally conceived as retinotopic in nature, it may be 

that gravity modulates even the earliest visual representations of space. It is worth 

noting, however, that studies have reaching inconsistent conclusions about whether 

such modulation is found as early as primary visual cortex (Horn & Hill, 1969) or only 

emerge later in the visual processing stream (Rosenberg & Angelaki, 2014). 

 

Humans are so well adapted to the gravitational vector, that they might use it to guide 

behaviour. For example, random accelerations are hardly perceived (Werkhoven et al., 

1992), falling objects are expected to accelerate even when their velocity is constant 

(Zago et al., 2008), and observers generally misremember the location of moving 

objects in space, displacing them as if they were under the influence of terrestrial 

gravity (De Sá Teixeira, 2016). We can catch objects accelerating downwards with little 

to no effort, even when parts of the object’s trajectory is occluded and no cues about 

position and velocity are given (Zago et al., 2005). Our results thus contribute to a 

growing literature showing that the gravitational vector modulates numerous aspects of 

perception and cognition. 

 

One might question the exact degree of inclination of the retinotopic vertical in our 

experiment. Previous studies indicate that a head roll tilt induces small degree ocular 

countertorsion (Howard, 1982). Accordingly, our inclination of the retinocentric 

vertical would have been about 26° from the gravitational vertical rather than exactly 

30°. Importantly, despite the potential small discrepancy between physical vs. 

perceived tilt, participants significantly gave more weight to the gravitational than 

retinal frame of reference. 
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Our results showing a larger role of gravity than retinotopy for spatial memory provide 

an interesting contrast with research on spatial memory following eye movements, 

which has found that memory is more precise in retinotopic than in spatiotopic 

coordinates (Golomb & Kanwisher, 2012; Shafer-Skelton & Golomb, 2018). This pattern 

makes sense given that determining spatiotopic location in this sense requires that the 

initial retinotopic representation in early visual cortices be ‘remapped’ to reflect the 

movement of the eyes, a process that must be iteratively updated every few hundred 

milliseconds. Notably, however, gravity provides a stable and (except for astronauts) 

omnipresent reference frame, signalled by a dedicated sensory apparatus, which does 

not require any such process of remapping. 
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