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Abstract 

Deep learning and adaptive immune receptor repertoire (AIRR) biology are two emerging 

fields that are highly compatible due to the inherent complexity of the immune systems and 

the enormous amount of data produced in AIRR-sequencing research combined with the 

revolutionary success of deep learning technology to make predictions about high-

dimensional complex systems/data. 

We took steps towards the effective utilisation of and statistical methods in repertoire 

immunology by undertaking one of the central problems in immunology, i.e. immune 

repertoire convergence. First, we took part in developing and testing an array of summary 

statistics for immune repertoires to gain insights into the descriptive features of immune 

repertoires and grant us the ability to compare repertoires.  

We collected the deepest sequencing datasets to address whether the population-wide 

genomic convergence of immunoglobulin molecules can be predicted. The immunoglobulin 

molecules were labelled with their “degree of commonality” (DoC), defined as the number of 

times an immunoglobulin V3J clonotype is observed in a population, where a V3J clonotype 

is defined by its V and J genes and CDR3 sequence. We developed various bespoke data 

analytics methods, informed at different stages by the summary statistics we had previously 

implemented. Importantly, we demonstrated that machine learning (ML) predictions for 

immune repertoires could lead to misleadingly positive outcomes if data is processed 

inappropriately due to “data leakage” and addressed this issue by implementing a leak-free 

data processing pipeline. Here, data leakage refers to immunoglobulin sequences with the 

same clonotype definition spreading across the train-validation-test splits in the ML task. We 

designed a multitude of bespoke deep neural network architectures, implemented under 

various modelling approaches, including a customised squeeze-and-excitation temporal 
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convolutional neural network (SE-TCN) and a Transformer model. Unsurprisingly, given the 

continuous spectrum of DoCs, regression modelling proved to be the best approach, both in 

the granularity of predictions and error distribution. Finally, we report that our SE-TCN 

architecture under the regression modelling framework achieves state-of-the-art performance 

by achieving an overall mean absolute error (MAE) score of 0.083 and per-DoC error 

distributions with reasonably small standard deviations. 
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1 Introduction 
 

 

 

1.1 Fundamentals of Immunoglobulins structure, function, and 

repertoires 
 

Immunoglobulin molecules are an extremely diverse class of peptides produced by cells of the B 

lymphocyte lineage in vertebrate animals that respond to foreign bodies known as antigens, granting 

animals protection against pathogens1. Immunoglobulins are divided into two forms, namely a 

membrane-bound form alternatively known as a B-cell receptor (BCR) and a secreted form otherwise 

known as an antibody, the latter being produced by mature B cells, known as plasma cells1,2. In 

humans and most other animals, Immunoglobulins are composed of two chains, known as the heavy 

chain and light chain, each consisting of two main structural elements, namely the constant (C) and 

variable (V) regions1,2.  

Concerning genomic diversity and antigen-binding ability, the variable region is the region of primary 

importance. This region is formed by the recombination of three gene segments, i.e. the variable (V), 

Diversity (D) and Joining (J) segments, each of which, is found in many different copies with each 

copy often found in many allelic forms1,2 (Figure 1-1, Table 1-1). Whilst both the heavy and light 

chains contain variable regions, only the heavy-chains variable region contains all three segments, 

while the light-chain’s variable region is only formed by the V and J segments. Important to the 

binding ability and diversity, the variable region of each chain contains 3 hypervariable regions 

known as the complementarity determining regions (CDRs), with each CDR, separated from the next 

by a framework (fr) region (Figure 1-1). CDRs also have the largest amount of contact with antigen 

molecules, with the complementarity-determining region 3 (CDR3) region eliciting the highest level 

of variability across the entire molecule, playing the central role in defining antibody binding and 

affinity out of all the regions (Figure 1-2). 
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Figure 1-1 Antibody Heavy-Chain Germline Recombination. The three gene-segment types, namely the Variability (V), 

Diversity (D) and Joining (J) segments, which code for the variable region of the heavy chain have many different copies. 

These copies are recombined in a probabilistic process, whereby a single copy of each type is selected and joined to form 

the variable region. The variable region can be divided into two types of regions, i.e., the complementarity determining 

region (CDR) and the framework region. The CDR regions are the largest contributors to variable region diversity and have 

the largest contact surface area with antigens. The same details are true for the light chain, except that only V and J gene 

segments are used for coding for the light chain variable domain, and that, there are two sets of light chains, i.e. the Kappa 

and Lambda chains. (This figure is inspired by a figure in the textbook Janeway’s Immunology2). 
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Number of functional gene segments in human immunoglobulin loci 

Segment 
Light Chains Heavy Chain 

κ λ Η 

Variable (V) 34-38 29-33 38-46 

Diversity (D) 0 0 23 

Joining (J) 5 4-5 6 

Constant (C) 1 4-5 9 

 

Table 1-1 The gene-segment statistics of antibody chains. Each of the four gene-segment types which code for the variable 

and constant domains of the heavy chain, and the three types coding for the light chain, exist at varying levels of diversity. 

This results in a very large combinatorial space of possible immunoglobulin permutations. (This figure is inspired by a 

figure in the textbook Janeway’s Immunology2, which may be outdated by the time of reading, as more allelic variants 

are continuously found in populations). 

 

 

Figure 1-2 Cartoon structure of the overall antibody-antigen complex. Broadly, an antibody is comprised of two chains 

where each chain consists of two domains, namely a constant domain, which is not directly involved in antigen binding, and 

a variable domain which is central to binding, with the CDR regions having the largest contact surface-area with the 

antigen. 
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The B cell response represents a form of protection that evolves to meet the need of facing unseen 

immunogenic challenges, as well as maintain a memory of previously encountered challenges1–4. Pre-

B cells terminally differentiate into naïve-matured B cells in the primary lymph nodes, such as bone 

marrow1,2, and undergo development at the same site1,2 (Figure 1-3). These cells then migrate to 

secondary lymph nodes via efferent lymphatic vessels, where they are either met by an antigen that 

binds to one, or more, BCR(s) on a B cell, which otherwise migrates into blood vessels where they 

may encounter antigens1,2  (Figure 1-3). Before this migration of naïve immature B cells, non-

functional and/or autoreactive B cells are selected for removal1,2  (Figure 1-3). B cells, which are 

activated through binding an antigen, form (or enter) a special zone in the lymph node called a 

‘germinal centre’, where they undergo massive proliferation and somatic hypermutation (SHM)1,2  

(Figure 1-3). This process is followed by a ‘Darwinian selection’ process, which ensures an 

evolutionary response that counteracts the evolution of pathogens and enables animals to mount an 

immune response to unseen antigens1–4. Even the selected and surviving B cells have a limited 

lifespan, which is affected by whether it encounters an antigen it can bind, but also its isotype1,2. In 

addition to the genomic and structural diversity of the variable region, Immunoglobulins can also 

diversify into many isotypes and isotype subtypes through modulations of their constant region. An 

isotype, typically low-affinity immunoglobulin-Ms/immunoglobulin-Ds, can be converted into 

another, where each isotype operates in different physiological environments with different effector 

functions and lifespans suited to the tissue it protects. 

B cell development and maturation is a complex and complicated process1,2. Each BCR is composed 

of a homodimer, with each part composed of a heavy chain and a light chain1,2,5. During the 

development of B cells from Pre-B cells, the genomic region corresponding to encoding these chains 

undergoes a major recombination event which results in a single gene-segment copy, one from each 

of the three V, D and J heavy-chain gene segments for the heavy-chain (limited to an independent set 

of only V and J light-chain-segments for the light chain) to be ligated to each other, forming a 

template region for the transcription of the BCR gene1,2. These genes form the variable region of the 

antibody, which incorporates the antigen-binding CDR regions of the expressed immunoglobulin1,2,5 
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(Figure 1-1 and 1-2). This recombination event is a probabilistic process, which together with the 

heavy-light-chains pairing, introduces a great deal of diversity given the two-fold large combinatorial 

space1–3,6. Further to the combinatorial diversity, the recombination event results in indels and point 

mutations, causing an additional “junctional diversity”. This potential diversity is further expanded by 

the process of SHM during the affinity maturation process - after a B cell is activated by an antigen 

and/or Helper T cells and has migrated to a germinal centre1–3,6. Once a naïve B cell undergoes SHM, 

the random mutations are primarily introduced to the CDRs (also known as hypervariable regions), 

though, these mutations are not exclusive to CDRs and can happen within the FR regions as well1–3,6 

(Figure 1-3). B cells that undergo SHM in the dark zone of the germinal centre then migrate to the 

light zone, where they are inspected by Follicular Dendritic cells (FDC) and T follicular helper cells 

(TFHC), where the B cells which bind the antigens presented by FDCs, ingest the antigen, and then 

present a fragment to the TFHCs1,2 (Figure 1-3). The outcoming B cells with affinity to an antigen are 

selected to survive and re-enter the dark zone for further rounds of SHM, where this dynamic may be 

repeated many times as part of the affinity maturation process, while those with no affinity die 

(Figure 1-3). It should be noted that once a B cell is activated and undergoes proliferation, all 

progenies of a clonotype (a B cell with a unique set of V and J gene segments and CDR3 sequence) 

undergo this repetitive process of affinity maturation to diversify, but each to varying degrees 

depending on their affinity. One can appreciate how this explosive and diversifying expansion 

together with the previously noted combinatorial process can lead to a “B-cell repertoire”.  

Cells exit the affinity maturation stage at varying degrees of affinity and go on to have different fates 

(Figure 1-3). Some cells will exit this process at an earlier stage, at relatively lower affinities, to 

differentiate into memory B cells (Figure 1-3). Some cells may undergo isotype switching, e.g. from 

immunoglobulin-M to immunoglobulin-G, after an early exit, and then differentiate to relatively 

lower affinity antibody-secreting cells, known as plasma cells (Figure 1-3). Conversely, some cells 

will achieve very high levels of affinity, before exiting and isotype-switching, and then differentiate 

into high-affinity plasma cells (Figure 1-3). It is also possible for high, and relatively-lower, affinity 

immunoglobulin-Ms to differentiate into plasma cells (Figure 1-3). It is important to note that, while 
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overall the immune system imposes a selection pressure for the creation of high-affinity tissue-

specific antigen isotypes acting as targeted strikes against a particular antigen, there is also an 

underlying range of responses, which allows the immune system to explore the “solution space”, 

which is a testament to the complexity and intelligent behaviour of the adaptive immune system.  

 

 

 

Figure 1-3 B-cell developmental landscape. Hematopoietic stem cells differentiate into Pre-B cells, which express a BCR 

pre-cursor(A). These cells then develop into immature B cells, which can express immunoglobulin-M or immunoglobulin-D 

BCRs and undergo Thymic (or equivalent) selection (B&C), whereby autoreactive and non-functional B cells are selected 

for removal. The remaining matured B cells are activated by binding an antigen to ingest the antigen and present a peptide 

fragment to Helper T cells, which induce the B cell to migrate into a germinal centre (D). The migrated B cells start 

proliferating in the dark zone of the germinal centre, during which they SHM (E). SHM introduces point mutations across 

the variable domain of B cells, with a higher concentration of mutations at the CDR sites. The mutated B cells then migrate 

into the light zone of the germinal centre, where they are presented with antigens by Follicular Dendritic Cells (FDC) (F). If 

B cells are capable of binding to antigen, they ingest it and present it to T Follicular Helper cells at the site, which signal to 

these cells to migrate back to the dark zone for further affinity maturation, a process which can repeat many times as long as 

the B cells display affinity to their target antigen (F). B cells can exit the affinity maturation process after varying repetitions 

of the process. Some cells will exit early, when their affinity remains relatively low, to differentiate into memory B cells 
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(G&H). Some cells will undergo isotype-switching, whereby an immunoglobulin-M or immunoglobulin-D-expressing B cell 

can be converted, by replacing part of their constant domain, into a B cell which can express other kinds of immunoglobulin, 

e.g., immunoglobulin-G (G&H). The class-switched, with high or relatively low affinities, can differentiate into antibody-

secreting plasma cells (G&H). This is also possible for B cells, which have not undergone class-switching. 

 

Together, these processes result in a level of theoretical BCR diversity that is astronomically high7–11, 

although published approximations of the diversity in a single repertoire range between 10^6-

10^201,2,9. There are a great number of biological parameters and constraints (such as the preferential 

use of certain germline gene segments) to consider when these calculations are made, some of which 

are poorly understood, which explains why estimates often differ widely8,9. This huge diversity is 

crucial to the adaptive immune system’s ability to counteract pathogens, which means that at any one 

time, there is a large repertoire of diverse immunoglobulins circulating in the body. In addition to 

genomic and structural diversity, inclusive of genetic biases such as gene-segment usage and VDJ 

recombination profiles, there are more dimensions to diversity among immunoglobulins, such as 

physicochemical characteristics, such as those associated with the physicochemical properties of an 

immunoglobulin’s constituent amino acids. 

A recurring characteristic of adaptive complex biological systems is the robustness and redundancy of 

these systems to prevent total system failure/collapse in the event of local failures within the system, 

often resulting in convergent behaviour within and among systems12,13. Immunoglobulin repertoires 

are no exception to this phenomenon, and convergent behaviour can be expected to happen within a 

system, i.e. multiple immunoglobulins with differing genomic, structural or other characteristics 

responding to the same antigen, or even epitope (the local region of an antigen to which an 

immunoglobulin binds)14,15. A different kind of convergent behaviour can also be expected and indeed 

is likely common, where immune systems of different individuals in a population converge on a 

“solution” to a particular antigen by immunoglobulins that are similar in sequence and/or structure16–

18. Moreover, given the prevalence of degeneracy in biological systems, it is also likely that 

immunoglobulins of differing sequences and structures could converge on the same function in terms 
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of binding the same epitope19. Studying the mechanics and dynamics of these constantly changing and 

evolving complex systems requires a different set of approaches, such as machine learning and other 

statistical methods, as well as bespoke “wet-lab” techniques, which can help decipher the complexity 

of such systems. It is for this reason that the emerging field of immune repertoire biology, going 

forward, will play a crucial role in understanding both health and disease and basic immunology. 

 

1.2 AIRR-Seq: High-Throughput Sequencing of Immune 

Repertoires 
 

The advent of next-generation sequencing (NGS) has revolutionised our understanding of disease and 

diversity in many areas of the biological sciences20–24. With the significant decrease in the cost of 

NGS, access to this technology has become widespread 22,23,25–27, together with other emerging 

technologies, enabling the scientific community to increasingly adopt systems biology approaches to 

addressing biological problems22,27–30. AIRR research has benefitted from these advances, resulting in 

the ongoing development of the emerging field of repertoire immunology4,31–35. Currently, Immune 

repertoire sequencing, increasingly referred to as AIRR-seq, involves both bulk and single-cell 

sequencing of B and T cells, although single-cell sequencing has only recently taken off as a viable 

option for sequencing a sufficient number of samples appropriate for capturing the diversity of 

repertoires at reasonable depth. In the case of B cells, approximately 10 billion cells are circulating in 

a human individual. Species richness analyses of ultra-deep sequencing studies16,17 recently have 

estimated clonotype diversity of ~1×107 - ~2×109 and sequence diversity of ~1×108 - ~2×109. Until 

recently, single-cell sequencing technologies were able to only sequence in the range of 100s of 

thousands to a few million sequences, which, given the diversity within receptor repertoires, is far 

from enough for a thorough systems analysis of immunoglobulin repertoires. Conversely, bulk 

sequencing approaches have achieved results of up to billions of sequences per study16,17. 

Nonetheless, the advantages of single-cell sequencing over bulk sequencing (discussed below) are 
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overwhelmingly important to the AIRR field, and with the improvements being made to its 

methodology the sample sizes should soon reach practical levels.  

So far, the primary sources of library preparation in AIRR-seq studies have been complementary 

DNA (cDNA; reverse transcribed mRNA) and genomic DNA (gDNA)36,37, due to the advantages of 

DNA sequencing over RNA-seq (i.e. direct sequencing of mRNA). However, RNA-seq is not the 

most practical method, due to its inability of capturing lower-abundance CDR3 sequences36, it has 

also been used relatively infrequently36,38. The decision over the usage of cDNA or gDNA is based on 

the objectives of the research, and both have their advantages. For instance, gDNA is more stable than 

mRNAs and as a result easier to acquire and maintain35, does not require reverse transcription and is 

more reflective of the number of cells. However, sequencing gDNA requires a relatively higher 

concentration of sequencing templates and is more likely to result in primer-annealing than cDNA. On 

the other hand, mRNAs are found in much greater abundance in every cell, resulting in reduced 

interference by the non-coding loci in sequencing, and providing the full-length CDR3 region more 

readily. However, mRNAs need to be reverse transcribed to cDNA, which could result in error39, and 

due to RNA-instability imposes significantly greater overall costs compared to gDNA sequencing.  

Another important issue for AIRR-seq is the choice of amplification method used for library 

preparation, where the choice is between multiplexed-PCR and 5’RACE-PCR. While multiplexed-

PCR can be used for both gDNA and cDNA amplifications, it can produce amplification bias due to 

varying cross-reactivity and efficiency across different primers36,40. Though 5’RACE-PCR minimises 

this particular bias in primers, it is limited to mRNA amplification and can be biased towards shorter 

sequences40. However, the use of unique molecular identifiers (UMI) has reduced the amplification 

biases and allowed more accurate estimations of relative clonotype abundance. Additionally, UMIs 

allow backtracking of sequencing information to the cells of origin, which can be particularly useful 

for single-cell sequencing and acquiring sequencing data which preserves the heavy and light chains 

pairing information35,41–44.  

In addition to amplification biases, there are also sequencing errors to consider. Illumina sequencing 

offers multiple advantages over other sequencing platforms, one of which, is a much greater 



26 
 

sequencing depth enabled by the much greater number of shorter reads. However, this strength results 

in a disadvantage by making the Illumina platform prone to a higher number of mismatched 

sequences, which is also inherently susceptible to substitution errors. Nonetheless, all other platforms 

have pitfalls, but, currently not as many strengths. Clustering algorithms, together with UMIs, allow 

the correction of sequencing errors22,36. Ultimately, despite all the strengths of increasingly common 

ultra-deep bulk sequencing, the crucial heavy and light chains’ pairing information, crucial to more 

precise analyses of repertoires in many different respects, e.g., studying function, is lost. Naturally, 

the way forward will be further development of single-cell methods to achieve higher throughput. 

Technologies such as the Oxford Nanopore sequencing platform could also be quite exciting going 

forward, as not only do they allow sequencing extremely long reads of single cells on the fly45, but 

they can also be integrated with display technologies, which enables us to combine sequencing with 

antigen-binding information46. 

 

1.3 Systems immunology of BCR repertoire 
 

Systems and computational analysis of receptor repertoires start from a variety of datasets including 

the immunogenomic dataset acquired from AIRR-seq, which is the focus here. Computational 

analysis of immunogenomic features of the receptor repertoire typically starts from the post-

processing phase of AIRR-seq data47–49. This includes processing the AIRR-seq data and creating 

FASTA files of individual BCR chains generated using the sequencing protocols47–49.  

This is followed by the annotation of individual sequences based on a set of pre-determined germline 

gene-segments reference sets compiled and stored by the international ImMunoGeneTics information 

system (IMGT) as the community standard11,50,51. Following the gene-segments annotation a series of 

other annotations, crucial to repertoire analysis, become possible, such as the constant, framework and 

CDR3 regions of the sequences and their boundaries50,52. An exhaustive, yet actively maturing, 

schema of all annotations, agreed upon by the community, is standardised and compiled by the AIRR 

community53. 
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These annotations are used in further downstream bioinformatics analysis, such as determining the 

pairwise distance between sequences, the distribution of CDR3 lengths (spectratyping), gene usage 

frequency, hydrophobicity and Grand Average of Hydropathy (GRAVY) distribution 50,52,54. Where 

multiple samples from a single individual at different timepoints are available, the temporal dynamics 

of clonal evolution and isotype switching may be investigated.  

The results of these analyses, and the sequences themselves, can be used in a number of different 

ways for systemically analysing the repertoire. Generally, systems immunogenomic analysis of 

receptor repertoires can be divided into four different categories: repertoire diversity, repertoire 

similarity network architecture, evolutionary analysis and population-level convergence of 

repertoires7,18,55. Correct annotation of the repertoire allows one to investigate the diversity through 

recombination statistics, such as gene-usage frequency and clonotype diversity.  

 

1.4 Network analysis 
 

The architecture of the repertoire can be determined through network biology56. The pairwise 

distances between the sequences in a repertoire, using Levenshtein distance, can be used to build a 

similarity network, given a threshold of similarity56–59. These thresholds then can be used to 

deconvolute the repertoire into distinct layers of Levenshtein distance similarity, which in turn allows 

us to access a layer of information, useful for comparative analysis of repertoire, otherwise hidden 

without the use of network biology55–60. One way to characterise a repertoire is through the diameter 

of such network, e.g. how diverse the repertoire is in terms of the number of distant clones, or through 

the degree of connectivity in local regions of the repertoire55,56. The latter helps to evaluate the degree 

of convergence among separate clones, i.e. the higher the degree of connectivity, the smaller the span 

of the repertoire, in the sequence space, and likely, the narrower range of specificity to the variety of 

antigens. We can use network analysis of such distance metrics across and within repertoires to 

elucidate the degree of convergence between the clones within a repertoire and between the 

repertoires55,56. 
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Miho et al showed that naïve repertoires display a rather even distribution in the degree of 

connectivity, whereas challenged repertoires follow a power law, in terms of the degree distribution56. 

Some other local network features that can be used to summarise the topology of networks at a clonal 

level include PageRank, authority, closeness and betweenness56. Similarly, there are other ways for 

making global evaluations among repertoires, besides the degree of connectivity through similarity, 

such as clustering coefficient, diameter and assortaitivity56. 

There is multiple software for network visualisation and analysis, such as igraph61, Gephi62, 

Networkx63 and cytoscape64. However, given the growing sample size of the BCR data in the rep-seq 

studies, the visualisation is exceedingly uninformative, and we need to look into more quantifiable 

ways to analyse network data in repertoire studies. The coefficients described above represent an 

approach for such network analysis. Though, it remains to be seen if we can compare repertoire 

networks without reducing the data into low-resolution metrics and rather, carry out holistic 

evaluation. Furthermore, is it possible to frame such data-driven comparative analysis into a 

mathematical framework? 

 

1.5 Machine Learning Applications 
 

One of the aims of machine learning approaches in BCR repertoire analysis is identifying 

convergence across repertoires, at the clonotype and sequence motif level. One such research would 

aim to investigate the convergence as a result of an immunogenic challenge and convergence that 

exists intrinsically18,55. For the analysis of the clonotype convergence, pairwise distance metrics, with 

statistical frameworks which would take normalisation of the clonal convergence with respect to the 

repertoire sizes, would suffice55. However, given the complex, and consequently high-dimensional, 

nature of the BCR repertoire sequence space, investigating the sequence-level convergence by 

distance-based methods is insufficient. This is where machine learning (ML) algorithms will be very 
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powerful at identifying sequence signatures associated with the convergence of repertoires of the 

same class, i.e. sequences exposed to the same challenge and sharing binding motifs, while possibly 

having large molecular distances. 

There have been few reported uses of ML in such analysis, for instance, it was shown that the TCR 

repertoire of mice immunised with ovalbumin could be discerned from one of the mice immunised 

without it by ~80% accuracy60. In another study, it was shown that individuals share a set of 

sequences with shared motifs that can be thought of as a public repertoire, and furthermore, most of 

the BCR sequences in different individuals are private and share no common sequence signature18. 

This study used k-mer decomposition to identify such sequence associations, however, this has been 

expanded by the addition of physiochemical information (or other metrics such as the ones previously 

discussed above) of the sequences to complement such search18. 

Some of the other notable uses of machine learning in BCR repertoire research concern the 

identification of the disease-related status of repertoire. Greiff et al showed, by ~80% accuracy, that 

even by using lower dimensional, sequence-independent data, such as clonal frequency, one could 

differentiate between healthy and diseased repertoires7. They used hierarchical clustering and support 

vector machine (SVM) to discriminate between repertoires of different states by partitioning through 

the degree of sharing of what one could describe as sub-repertoire. Somewhat similarly, Yokota et al 

showed that by creating a dissimilarity profile and dividing a repertoire into sub-repertoires, using T-

Distributed Stochastic Neighbor Embedding (t-SNE), which is a popular method of dimensionality 

reduction in immunoinformatics, as well hierarchical clustering, one could identify the inter-sample 

hierarchical structure and the most contributing sequences (or motifs) in this hierarchical structure65.   

Another important question in this field is the prediction of antigen-specificity based on the sequence 

of a BCR. The idea is to identify sequence signatures that can be associated with specific antigens, or 

a biased sequence similarity among BCR sequences, which would bind the same antigen, as opposed 

to sequences that do not. Some methods have been developed to address this problem, however, these 

methods are either based on clustering of similar sequences (either by shared motifs or global 

similarity) or by taking into account various characteristics of sequences66,67. 
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To the best of my knowledge, a fully ML-based approach, that could potentially use repertoire-

characterising-metrics, is yet to be developed. One outstanding problem to solve in this field arises 

from the lack of sufficient data. Current powerful ML techniques require large amounts of data for 

training (in order to generalise well across different datasets), and the issue is not just quantitative, but 

also qualitative, in that, one needs to account for the diversity of samples and sources of data. In the 

case of immunogenomic data analysis, for instance, one needs to take into account the background of 

the sample donors from different aspects, e.g. ethnicity, age, pathology, life history, etc. It is 

important to generalise observations through ML by using, not only large but diverse datasets. 

Though, these decisions are very important to be made on a case-by-case basis and intelligently, as 

this probably poses to be one of the most important aspects of data /ML research applied to biology. 

The difficulty in acquiring patient data, has led to concentrated effort on simulation of repertoire data 

and development of tools, such as Partis52. Simulation of data requires a great deal of understanding of 

the data and its complexities, and as such, one can see the huge importance of ML methods in 

allowing the generalisation of repertoires by high and low dimensional features. In a later chapter I 

will specifically discuss the use of deep neural networks (DNN) in biological sciences and how we 

can apply this powerful method to immunogenomics. 

 

1.6 Deep Learning 
 

Perhaps the first thing to address when discussing artificial intelligence (AI) and deep learning is the 

matter of terminology. This issue partially arises from the popular attention to application of machine 

learning. The term AI is often used when discussing machines that mimic human intelligence, but, 

omits the type of algorithm involved in carrying out such operations. The recent revolution in AI, 

however, is owed particularly to the advances in the field of deep learning. Though, the term deep 

learning poses its own issues. It is another umbrella term, for a type of ML, that describes the focus on 
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creating deep architectures of plethora of artificial neural network (ANN) algorithms, which mostly, 

have existed for a long time. Due to various advances, both algorithmic and in hardware development, 

these ANNs are created in exceedingly deeper architectures, and hence the term deep learning68–73. 

The theory behind AI is over 6 decades old, and ANNs have been applied to data analysis for nearly 

as long74. These recent advances are the result of number of things discussed below. Furthermore, I 

will give brief overview of important components in deep learning. 

The simplest and first type of an ANN is a single layer feed forward perceptron, where the single 

layer is just the output layer (input layers are typically ignored when counting number of layers)72,75–

77. This type of ANN is simply a linear prediction function for binary classification, where the 

information from the input only moves in one direction towards the output through a set of weights 

and biases72,75–77. In supervised learning, these weights can be adjusted through various learning 

methods, over many epochs of training the network, which calculates the error of the network based 

on some divergence metric between the predicted class output and the class label of the input68,70,78–82. 

In contrast, unsupervised learning approximates a function through identification of features from 

unlabelled data31,70,78,83–87. There are various approaches for unsupervised learning, which is beyond 

the scope of this review, however, some of these methods will be briefly discussed when applied to a 

biological problem. 

Failure of single layer perceptron in learning linearly inseparable patterns sparked increasing the 

number of layers, which also enabled these deeper networks to classify more than two categories88. 

However, several issues stagnated the use of deep networks. Perhaps, one of the tightest bottlenecks 

was the lack of sufficient computing power80. Even until recently, despite the parallelisation of the 

neural computation over many CPU cores, the speed bottleneck was a significant issue. The 

concentrated efforts in writing numerical analysis and deep learning programming libraries, which 

utilised parallelisation of neural computation over GPU cores resulted in significant speed up in deep 

learning80,89. Another significant phenomenon was the entering the age of “big data”. The premise of 

machine learning is learning of patterns through many examples over many iterations, and the 
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availability of huge amount of data, that is available to us today, plays a significant part in deep 

learning72,75,80. Obviously, biosciences have been at the forefront of data generation in this age68,69,71,90. 

Beside the importance of hardware and the big data for deep learning, there have been significant 

algorithms and architectures of networks that have played an important role in the recent machine 

learning revolution. 

Activation function is a mathematical function that draws a threshold for activation of a neuron, 

meaning that if the value of Y (see Equation 1-1) is below the threshold, the neuron will be 

inactivated, or remain inactive78. Initially step activation functions were used for binary classification, 

but non-linear functions, such as sigmoid and Tanh became popular for multi-classification problems. 

Most recently, rectified linear units (ReLu), which despite the name is not a linear function, have 

become popular91,92. This is due to the sparsity of neural activation when ReLu is used as oppose to 

Sigmoid and Tanh functions. This dramatically reduces the computational burden of having too many 

active neurons. Furthermore, ReLu is less computationally expensive to calculate when compared to 

Tanh and Sigmoid functions. However, one problem is the learning gradient of zero that results from 

using this function, which is compensated by using different permutations of ReLu, such as leaky 

ReLu, which has a non-zero gradient91,92. 

 

 

Learning algorithm calculates the cost function, which is the networks overall output error09,122–124. 

The gradient of this cost function is calculated by backpropagation, which results in the slight 

changes in the weights of neurons69,70,80,81,83,93–98. Some of the learning algorithms include gradient 

decent, stochastic gradient descent (SGD), Adam and etc. Gradient decent was very effective for a 

long time, but with the increase in the size of data it is not computationally feasible to fit all the 

training data in memory for calculation of the total gradient at once. Recently, the competition has 

been between using dynamic learning algorithms, such as Adam, and mini-batch SGD. mini-batch 

(1-1) 
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SGD divides the dataset into multiple mini batches and then calculates the gradient separately for each 

batch99–101. The independent calculation of gradient for each batch introduces a stochasticity that helps 

with scaping local minima99–101, and therefore overcoming a common problem with optimisation 

algorithms. Vanishing gradient is a phenomenon arising in the learning process in deep networks, 

and is exacerbated by the increase in the depth of a network, where the learning gradient becomes 

smaller the deeper the network gets69,86,102. 

Convolutional neural network (CNN) is particular type of ANN used for motif detection, and 

naturally heavily used in computer vision72,80,103–106. The architecture of CNNs is composed of 

convolutional layers, activation layers, pooling layers, followed by a typical multilayer fully 

connected network and the output layer72,80,103–106. The convolutional layer is comprised of multiple 

convolutional filters (kernels), which scanning over the input data and carrying out matrix 

multiplication between the kernel values and the local values in the data72,80,103–106. The number of 

channels in the data is conserved, however, by this operation, the dimensionality of the data is 

increased72,80,103–106. The pooling units typically maintain the maximum convolution maps or average 

these maps, resulting in dimensionality reduction, whereby the fully connected network usually 

receives a one dimensional input72,80,103–106. CNN, and its applications, are discussed in greater detail 

below. 

Recurrent neural network (RNN) is another type of widely used deep learning algorithm, which is 

powerful in analysis of data concerning time or position107–113. These networks function by learning 

signal with stationary features over time. Generally, RNNs are limited in depth, due to vanishing 

gradient problem, but also, slow training due to the sequential nature of their computation107–113. 

However, a particular kind of RNN called long short-term memory (LSTM) network overcomes the 

vanishing gradient problem by introducing additional gating components to the typical RNN gating 

mechanism110,111,114–116. This alternative gating mechanism effectively converts an ordinary RNN into 

a memory unit able to decide what, and when, to remember or forget110,111,114–116. This essentially turns 

an LSTM unit into a mini neural network, in its own right, where each unit is typically composed of 
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four stacked up layers110,111,114–116. Furthermore, recent implementations of LSTMs and RNNs allows 

parallelisation, though, limited to a particular configuration117. 

Generative adversarial network (GAN) is a state of the art deep learning algorithm with underlying 

game theoretical dynamics. In this approach, two ANNs (each could be any kind of network, e.g. 

CNN and RNN, or hybrid) take part in an adversarial relationship, where one acts as the discriminator 

and the other as generator86,96,118. The ground truth data is randomised into noise and fed into the 

generator, which is supposed to transform the noise into data resembling the real data86,96,118. The 

discriminator is fed with the intact training dataset, as well the generated data, and is supposed to 

differentiate between the real data and the simulated data86,96,118. The cost function calculated by the 

discriminator is backpropagated in both the discriminator and the generator networks, which means 

that both networks improve overtime, like training any other ANN, at approximating a function 

86,96,118. Eventually, the generator achieves such high accuracy in mimicking the real dataset that the 

discriminator cannot possibly tell the difference between what is real and what is not86,96,118. This 

eventuality is guaranteed by the game theoretical framework that governs this dynamic86,96,118. An 

important emergent property of such learning mechanism is that for generator to simulate the real data 

in an undistinguishable way from reality, or the discriminator to distinguish simulated data, both 

networks must accumulate deep understanding of the complexity in the data. In other words, these 

networks are very powerful at extracting features from complex dataset in order to carry out their 

functions.  

 

1.7 Natural Language Processing 
 

Important to the application of deep learning to genomics data are the revolutionary deep learning 

advances that have been made in the field of natural language processing (NLP), which is the 

application of computational (and particularly machine learning) techniques to problems in the field 

of linguistics119. NLP field itself has several large subfields, which are active areas of research and 

growing very rapidly, especially in the past 10 years117,120. Some of the most heavily researched of 
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these subfields include text classification, neural machine translation, language modelling, speech 

recognition, and neural language understanding and generation117,120. In all these subfields, the 

machine learning model receives sequential input data, which often exhibit complex relationships 

with long-distance dependencies among its textual building blocks. Suppose a machine learning 

model, which attempts to comprehend and summarise the writing in this thesis. Such model must be 

able to overcome many challenges, beyond the writing and communication style of a scientist! One 

such ability is to identify, and ultimately make connections among parts of the text, which may be 

disjoint in sequence (perhaps due to the narrative), but conceptually and/or semantically related with 

important consequences to the holistic understanding of the text when identified as such. All of these 

properties closely resemble those of genomics sequence data, which often exhibit non-linear 

relationships that are not limited to the local relationships within and between genomic loci, nor even 

the larger context of a whole chromatin complex, with all the potential regulatory functions associated 

with chromatin folding. The complex relationship within genomics sequences imposes further 

complex relationships within downstream products, i.e. how the expressed polypeptide folds into a 

particular 3D conformation, how it interacts with other molecules, and so on. If anything, one could 

argue that techniques used in NLP are likely to be insufficient for “solving” genomics tasks, and will 

likely need to go further in term of sophistication and/or complexity in order to achieve similar levels 

of success. Indeed, it seems reasonable to assume that a simple vertical expansions of model capacity 

(i.e. model parameters and/or complexity) will be insufficient on its own, although such a trend has, 

so far, been successful in NLP. This point has been shown to be true with the design of Alphafold 2, 

which beside utilising state-of-the-art NLP architecture and techniques, integrates several bespoke 

engineering features into the model crucial to handling of the intrinsic complexity of the task121–123.  

A key advance in tackling NLP tasks was made by Mikolov et al124, who developed a technique for 

learning n-dimensional numerical vector representations of words from the input data, an approach 

commonly known as word embeddings. These vector representations effectively learn the geometric 

relationships (typically Euclidean) among the words’ semantics with respect to the chosen objective 

function, which is commonly the prediction of a word given the words that surround it, or vice 
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versa113,124. Such pre-trained embeddings can then be used in a range of downstream NLP tasks, such 

as text classification, where a general understanding of language semantics is beneficial. The initial 

embedding technique, known as Word2Vec, has since been improved and extended by many different 

techniques, such as fastText developed by Facebook, which (as well as the words themselves) 

incorporates sub-words (such as prefixes and suffixes) into the learning process125,126.  

With the return of neural networks into popular use, NLP scientists shifted towards utilising various 

neural network architecture in their work. Until recently, RNNs, and in particular the LSTM variant, 

arguably remained the most effective and popular architecture for tacking sequential data, including 

language tasks110,111,113,115. since their invention, embeddings have been used as a fundamental 

building block of neural network models, where they are used as the first layer of a model, i.e. the one 

that directly receives the inputs127,128. One such case is the usage of embeddings in LSTM-based 

neural network models with the ability to capture semantically relevant long-distance features128.  

A strong competitor to these models has been the temporal convolutional neural network (TCN) 

architecture, where a special variation of convolution operation is used129,130. This variation uses a 

dilation parameter, which defines the number of features to skip between every convolved feature at 

every stride of the convolution kernel. This allows convolutional operations to go beyond learning 

only local relationships in data, and as more of such layers are stacked up, without using a pooling 

operation in between layers, the span of long-distance features captured in a convolution operation 

quickly increases to large numbers. The advantages of using TCNs over RNNs are generally two-fold 

and relate to aspect of RNNs that are often problematic: the vanishing gradient problem, and 

challenge of implementing efficient computational parallelism130. 

Despite the great accomplishments of deep neural networks in NLP since early 2010s, the invention 

of attention mechanism  and Transformer architecture nevertheless proved revolutionary131. The 

attention mechanism was born out of the neural machine translation subfield, where the encoder 

module, which encodes the input from the query language, is connected by an attention mechanism to 

the decoder module, which decodes the latent representation of the encoder into a translation of the 

query117. This kind of attention mechanism simply enables the model to learn what parts of the input 
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to focus on in an autoregressive manner. Whilst these kinds of encoder-decoder models were typically 

constructed from CNN or RNN building blocks, the transformer architecture took the utilisation of the 

attention mechanism to a different level, by only using the attention blocks and entirely dispensing 

with convolution and recurrent operations132. The attention mechanism was later extended to the self-

attention mechanism, where the attention is calculated between the features of the input data133,134. 

This was the next step in the evolution of the transformer architecture, which extended its applications 

to tasks such as text classification where (unlike machine neural translation) a target sequence does 

not exist133. This was particularly important for language model pre-training approaches in NLP 

research, where the embedding layer would not only learn the semantic relationships as usual, but 

also, the occurrence patterns of words120,133. Finally, the embeddings used in transformer architectures 

were extended to learn positional information about input features 134. Together these innovations 

extend the ability of Transformers in learning non-linear semantic and contextual information from 

the data to unprecedented levels, deserving of the adjective revolutionary.  

The application of deep learning in omics biosciences ranges from medical imaging to -omics data. 

However, there has been a disproportionate usage of deep learning in image-based biomedical data, 

for reasons related to the fact that data processing is more native in the image format compared to 

genomics data. Furthermore, an image represents the entirety of an instance of reality, whereas 

biology is multifaceted and complex and is not feasible to “fully” understand only through one kind of 

data. For these reasons, I will first outline the use-cases of deep learning in imaging-related studies. 

Application of deep learning to omics data concerns with acquiring features from the raw data, e.g. 

sequence, transcriptomics, proteomics data and etc. This process follows a standard pipeline of 

acquiring the data, cleaning the data and using deep models to extract features and make 

predictions104. In other ML methods the feature extraction step is carried out by an expert with expert 

knowledge of the domain; this is perhaps one of the most influential differences between deep ML 

models and the other ML methods, and the likely the most relevant cause of the relative success of 

DNNs. In genomics, the majority of the work done so far could be classed into three main categories 

of (through the use DNA and RNA sequence data) predicting function, structure and phenotype104. 
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Given that these predictions rely on motifs in data, CNNs have played an important role in genomics. 

Alipanahi et al, creates DeepBind for prediction of DNA and RNA binding proteins, based on the 

DNA and RNA sequence motifs135. DeepBind is composed of convolutional layers, with convolution 

filters of different sizes, which scan the sequence to find motifs of different sizes135. These 

convolutional layers are followed by activation function layers, ReLu in this case, followed by max 

and average pooling layers135. This model uses experimentally determined binding scores for each 

sequence, where the score could be a binary value or continuous-value measurements135. The data is 

acquired from protein binding microarrays, RNAcomepete assays, chromatin immunoprecipitation-

sequencing (ChIP-Seq) and high-throughput systematic evolution of ligands by exponential 

enrichment (HT-SELEX)135. The result of this work is important for precision medicine, prediction of 

gene regulation and detection of binding sites. The success of this model stems from convolutional 

filters, where each identifies a feature of DNA/RNA-protein binding, drop-out regularisation and 

parallelisation of this model on GPUs. 

In a later work, H. R. Hassanzadeh and M. D. Wang, developed DeeperBind as an extension of 

DeepBind algorithm102. This model uses the CNN used in DeepBind, however, adds a RNN layer to 

address the shortcoming of DeepBind where weaker binding motifs are concerned102. Weakly-binding 

motifs can result in high overall affinity of a sequence to a protein. However, since DeepBind ignores 

the positional dynamics, due to exclusive of use of a CNN model, loci with numerous, but, weaker 

binding motifs are not identified102. Furthermore, even single motifs can have differential binding 

affinity depending on the position on a sequence, and therefore could often have strong enough 

binding affinity if present at certain regions of the sequence102, again, missed by deepbind. These 

faults are rectified by the use of recurrent neural layers in DeeperBind, where the recurrent layers 

(composed of LSTM units) take the relative position of long term (motifs) and short term 

(nucleotides) signals into consideration102. This hybrid model resulted in higher accuracy in prediction 

of protein binding based on target sequence, with only 1% false positive rate102. 
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Moving beyond the more traditional deep learning algorithms, in the past ten years, there has been 

some interesting development in algorithmic design, both in supervised and unsupervised approaches, 

that have also found their way into biosciences domain68. One recent and popular approach is the use 

of various kinds of autoencoders, for unsupervised learning136–138. Though, autoencoders have been 

discussed since 1980s, various permutations of this neural network have been developed in the past 

ten years139. One defining characteristic of these new architectures is the alternative to 

backpropagation, since each layer is usually pretrained one layer at the time139. This type of neural 

network is primarily concerned with dimensionality reduction where the “encoder” (hidden layers) 

maps the input into smaller dimensions and copies this input onto its output138,139. By using this 

method different studies have attempted to understand, and classify, underlying data structure to 

achieve an unsupervised understanding of complex biological systems137,140,141. 

To predict non-coding RNA binding proteins, Yi et al developed RPI-SAN, a deep stacked 

autoencoder network that achieved 99.33% prediction accuracy and outcompeted all the other 

available frameworks by at least 3% higher accuracy142. This method is very different from the ways 

we have discussed, so far, in application of ANNs to genomic data. First, they start by creating a k-

mer sparse matrix from the RNA sequences. This “hand-engineered” way of encoding features is a 

typical way of operating in other types of machine learning18, and largely responsible for lower 

performance standards compared to deep ANNs. However, this high accuracy is an indicator of the 

power of deep autoencoder algorithm used here. Perhaps, a hybrid architecture of the stacked 

autoencoder used here, with a CNN network (which would carry out the motif detection, i.e. k-mer 

extraction, automatically) could result in even greater results. We have previously seen the power of 

hybrid architectures in the case of DeepBind and DeeperBind102,135. 

Another innovative deep learning method that was developed by Goodfellow et al in 2014 is GAN118. 

The adversarial interaction between discriminator and generator networks enables these networks to 

acquire a deep understanding of the underlying structure, and features, of data86,118. Ghahramani et al 

used a GAN to simulate the single cell gene expression patterns of distinct subpopulations of 

epidermal stem cells143. While being distinct, these subpopulations have the potency to differentiate to 
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any of the different epidermal cell types. In an event of perturbation, however, these cells, ordinarily, 

give rise to specific cell types143. This interesting dynamic is an indicator of an underlying gene 

regulatory/interactive network that, if decoded, could shone some light on how the behaviour of these 

cell lines change in different circumstances143. They trained the GAN network for 15000 epochs and 

were able to simulate cell lines with distinct gene expressions143. The underlying gene expression 

features learnt by the network, to allow simulating distinct cell lines, was uncovered by doing t-SNE 

analysis on the first hidden layer of the network. When they used these features as a discriminator of 

different cell lines, they successfully divided cells based on their gene expression data143. 

The revolutionary results of the Transformer architecture has motivated a sudden and significant 

interest in their application to biological challenges, particularly in areas of research where genomics 

data is used144,145. Transformers have proved highly effective, as seen with the performance of 

Alphafold-2 in protein folding and structure prediction, which has arguably established itself as a 

pinnacle of deep neural network achievement not only in biology, but in all of science121–123. Immune 

repertoire biology appears a natural area of biology in which to apply such approaches, given the very 

large quantities of data that could be utilised for transformer pre-training, the exceptional levels of 

diversity within that data, and the apparent intractability of key tasks using conventional approaches. 

In fact, several groups have already adopted Transformers in their research, achieving state-of-the-art 

results in BCR/TCR repertoire analyses146–148. For instance, two separate groups have created 

language-like-models of immunoglobulins and TCRs, trained on 10s of millions of sequences, which 

have the ability to distibguish sequenes within repertoires in several ways, e.g., gene-segment usage, 

without any prior information about any of these features149,150. 
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1.8 Conclusion 
 

Given the efforts made recently in AIRR-seq community to bring the field into ‘big data’ era, it is 

time to invent new approaches to study this important aspect of the immune system. For example, in a 

recent effort, Christley et al created the VDJserver to provide a cloud-based portal for both 

computational resources for rep-seq analysis, as well as a data repository for rep-seq data47. This 

platform provides the ability carryout the processing of rep-seq data and also provides processed 

datasets47. This is only one of the frontiers of such efforts, and undoubtedly more such resources 

should become available for streamlining research in this field. 

The available high-dimensional sequence data can be used to answer various questions in this open 

field. One question concerns with prediction of heavy and light chains binding based on sequence 

data. Whether there is a pattern in the sequence of these chains that determine the binding can be 

explored by the use of a hybrid deep network similar to the one used in Deeperbind, where the 

sequence motifs are identified by the convolutional network and the positional variance is taken into 

account by the recurrent neural network. Another interesting question, previously addressed by 

Greiff18 et al (with a reasonable degree of accuracy, but still, with room for major improvements), is 

to identify sequence architecture that is shared across individuals, i.e. public repertoire, and sequence 

architectures unique to each individual (likely due to stochasticity and genomic differences), i.e. 

private repertoire. 

Another way to explore such a complex system is through a holistic understanding of the system by 

simulation. I have briefly discussed this approach in previous studies through more traditional 

methods, such as in Partis, but a deep GAN model could potentially hold a better promise. This, as 

discussed above, was achieved by Ghahramani et al, and similarly can be applied to antibody 

repertoire data, and similarly decode underlying features that give rise to the complexity of a 

repertoire. For instance, one could encode metrics that characterise a repertoire (discussed above) in 

with the sequence data and simulate a repertoire using data. Consequently, one could use 
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dimensionality reduction techniques, such as t-SNE, on the outputs of the first hidden layers to 

differentiate between repertoires at different timepoints from the time of challenge. 

Having discussed the power of deep machine learning methods, one also needs to be aware of the 

issues. Generally, we do not have a theoretical understanding of how or why deep networks work so 

well. Furthermore, it was recently shown by Recht et al that Cifar-10 deep models overfit to the test 

sets, and drop in accuracy by 4-10%, even when tested on different, but similar, test sets151. However, 

they have also shown that more recent deeper, and more complex, models are more robust to this 

effect. 
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2 Sumrep 

 

 

Author’s declaration: My contributions to the publication152 related to this chapter included 

providing some of the code for Sumrep and a significant amount of the testing of Sumrep on real 

datasets. 

 

 

2.1 Introduction 

The advances in the NGS in the recent years has made it possible to sequence the immune 

receptor repertoires at an unprecedented depth enabling the scientific community to gain a 

better systems understanding of the adaptive immune system. However, due to the complexity 

of this system it is not straightforward to quantify or gain insight from and to compare these datasets. 

Without further processing, repertoires are simply a list of DNA sequences. After genetic annotation, 

and some further processing steps, such as clustering of sequences to clonal families, some of the 

typical repertoire analyses involve comparison of several data profiles, e.g., gene usage frequencies 

153–156 and CDR3 sequences among few other statistics. Comparison and evaluation of a repertoire of 

CDR3 sequences alone can be a very expensive task, and therefore it is common to simply compare 

CDR3 length distribution of a repertoire157,158, leaving the full richness of CDR3 sequence 

unanalysed, as well as other interesting aspects of the germline-encoded regions. 

As an alternative strategy one could transform a repertoire to a more convenient space and compare 

the transformed quantities according to some metric. For example, several studies reduce a set of 

nucleotide sequences to k-mer distributions for classification of immunization status or disease 

exposure81,159,160. These k-mer distributions can then be compared via a string metric, but still 

comprise a large space and lose important positional information. One can perform other dimension 

reduction techniques like t-SNE to project repertoires down to an even smaller space65, but these 

projections lose a lot of information and will have questionable immunological meaning. 
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Sumrep152 is an R package that facilitates the use of biologically interpretable summary statistics to 

capture many different aspects of AIRR-seq repertoires. In addition to enabling comparison of 

different sequencing data sets, summary statistics can also be used to compare such data sets to 

probabilistic models. Specifically, one can use a form of model checking that is common in statistics: 

after fitting a model to data, one assesses the similarity of the data generated by the model to the real 

data. In the present context, a sequence repertoire is generated using a model and subsequently 

compared to a real repertoire using summary statistics. 

Prior to the publication of sumrep, there were no unified packages dedicated to the task of calculating 

and comparing summary statistics for AIRR-seq data sets. While the Immcantation pipeline161–163 

(including the alakazam and shazam packages) contains many summary functions for AIRR-seq data, 

it does not have general functionality for retrieving, comparing, and plotting these summaries. Many 

summaries of interest are implemented in separate packages, but differences in functionality and data 

structures make it troublesome to compute and compare summaries across packages. Some potentially 

interesting summaries, such as the distribution of positional distances between mutations, had not 

been previously implemented.  

Development of Sumrep was led by Frederick Matsen’s lab at the Fred Hutchinson Cancer Research 

Center, Seattle. My contribution to this project, aside from the coding/debugging aspects, has been 

through identifying appropriate longitudinal studies, and analysing repertoire data from such studies 

for various purposes. Namely, I have attempted to identify metrics, which best highlight changes in 

repertoires post-challenge, differences among the results processed by different frameworks and 

metrics which may be useful in the evaluation of repertoire simulators, such as Partis (see figures 2-1 

and 2-2). 
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2.2 Methods 

 

2.2.1 Datasets 

 

Datasets from the following three studies were downloaded and analysed using sumrep:  

• Gupta et al164 (the Gupta dataset) downloaded from Zenodo (via the URL 

https://zenodo.org/record/802384#.XSxOgpNKjOQ). This dataset contains repertoires 

from three healthy individuals at multiple time points (days 0, 7 and 28) before and after 

vaccination against influenza. This data consists of resequenced samples from an earlier 

published study (Lasserson et al31).  

• Wu et al165 (the DDW dataset) downloaded from Zenodo (via the URL 

https://zenodo.org/record/1161143#.XSxOoZNKjOQ). This dataset contains repertoires 

from 12 healthy individuals (six of them young, aged 19 to 45, and six elderly, aged 70 to 

89) at multiple timepoints (days 0, 7 and 28) before and after vaccination against 

influenza. 

•  Levin et al166 (the Levin dataset) obtained from the Observed Antibody Space (OAS) 

database167. This dataset contains repertoires from eight individuals undergoing specific 

immunotherapy treatment against allergic disease caused by allergen-specific 

immunoglobulin-E B cells, with immunoglobulin-E only sequences available at multiple 

timepoints (days 0, 56 and 365). 

 

Sequences from the Gupta and DDW datasets were processed using an in-house pipeline that 

incorporates IgBLAST54 and multiple R scripts. Sequences obtained for the Levin dataset were 

already processed by the OAS in-house pipeline167. 

 

https://zenodo.org/record/802384#.XSxOgpNKjOQ
https://zenodo.org/record/1161143#.XSxOoZNKjOQ
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2.2.2 Sumrep 

 

The processed, FASTA format sequences derived from the datasets described in section 2.2.1 were 

used as input into sumrep (which can be set up with either IgBLAST54 or Partis52,168,169 as the backend 

inference engines for BCR/TCR). The dataframes that the frameworks output were passed to the core 

sumrep functions listed in Table 2-1. The output for each sumrep function is a one-dimensional 

dataframe, the length of which depends on the metric – either length 𝑁, where 𝑁 is the number of 

sequences, or length 𝐿 × 𝑁, where L is the number of values inferred for each sequence. These 

dataframes served as the input to various distribution-based visualisation and inference programmes 

(see section 2.2.3). 
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Summary Statistic Description Annotations Tools 

Pairwise distance 

distribution 

Array of Levenshtein distances of each 

sequence to each other sequence 
IgBlast/Partis stringdist 

Nearest Neighbor 

distribution 

Array of nearest neighbor distances, where 

the NN distance of a sequence is the 

minimum Levenshtein distance to each 

other sequence 

IgBlast/Partis stringdist 

GC-content 

distribution 
Array of sequence-wise GC contents IgBlast/Partis ape 

Hotspot motif count 

distribution 
Array of sequence-wise hotspot counts IgBlast/Partis Biostrings 

Coldspot motif count 

distribution 
Array of sequence-wise coldspot counts IgBlast/Partis Biostrings 

Distance from 

germline to sequence 

distribution 

Array of Levenshtein distances 

from germline_alignment to  

sequence_alignment 

IgBlast/Partis stringdist 

CDR3 length 

distribution 

Array of CDR3 lengths, including 

conserved CDR3 anchors 
IgBlast/Partis Tool-provided 

Pairwise CDR3 

distance distribution 

Array of pairwise Levenshtein distances of 

CDR3 sequences 
IgBlast/Partis stringdist 

Atchley factor 

distributions 
Array of each of the five Atchley factors IgBlast/Partis HDMD 

Kidera factor 

distributions 
Array of each of the ten Kidera factors IgBlast/Partis Peptides 

Aliphatic index 

distribution 
Array of sequence-wise aliphatic indices IgBlast/Partis Peptides 

G.R.A.V.Y. index 

distribution 
Array of GRAVY indices IgBlast/Partis alakazam 

Polarity distribution Array of sequence-wise polarity values IgBlast/Partis alakazam 

Charge distribution Array of sequence-wise charge values IgBlast/Partis alakazam 

Basicity distribution Array of sequence-wise basicity values IgBlast/Partis alakazam 

Acidity distribution Array of sequence-wise acidity values IgBlast/Partis alakazam 

Aromaticity 

distribution 
Vector of sequence-wise aromaticity values IgBlast/Partis alakazam 

Bulkiness distribution Vector of sequence-wise bulkiness values IgBlast/Partis alakazam 

Positional distance 

between mutations 

distribution 

Vector of positional distances between 

mutations over all sequences 
IgBlast/Partis sumrep 

VJ insertion length 

distribution 
Vector of VJ exon lengths IgBlast/Partis Tool-provided 

VD insertion length 

distribution 
Vector of VD exon lengths IgBlast/Partis Tool-provided 

DJ insertion length 

distribution 
Vector of DJ exon lengths IgBlast/Partis Tool-provided 

Table 2-1 Core sumrep functions. List and description of metrics used for analysing the repertoires in the three studies, 

along with the annotation frameworks they are built on, and the tools required for calculating these metrics. 
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2.2.3 Data visualisation 

 

A key challenge for sumrep is to provide effective ways for visualising the summary statistical 

information it generates; writing Python programs that offer different ways of doing this was one of 

my contributions to the project.  

Initially, probability distribution functions (PDF) were inferred by directly calculating probability 

distributions for histograms of the input data, but this proved to be excessively expensive 

computationally. Instead, a kernel density estimation (KDE) technique was used to avoid this 

computational expense, KDEs being non-parametric and orders of magnitude faster than inferring the 

“true PDF” over a histogram. Further improvements in speed were achieved by exploiting sumrep’s 

subsampling technique.  

Whereas a PDF is highly informative about the general shape of a distribution and global trends in the 

data, the smoothing effects of a PDF are ill- suited to the visualisation of data distributions that 

contain spikes that may represent an important data feature. Consequently, an alternative approach 

using frequency polygons (FPg) and FPg-based empirical cumulative distribution functions (ECDF) 

were investigated.  

FPg is a “discrete distribution” well-suited to spiky data distributions, which is simply plotted by 

inferring a histogram over the data and connecting the peak of each histogram bar to the flanking 

peaks. Given that the core of this process is reliant on the inferred histogram, the binning mechanism 

becomes the most important factor in plotting FPgs. Several binning techniques were explored, as 

follows: a fixed bin width of 50, the Sturges rule170, the Freedman-Diaconis rule171, the maximum of 

the Freedman-Diaconis and Sturges rules, and two Bayesian methods – Bayesian Blocks172 and 

Knuth’s rule173. Using a fixed value has clear disadvantages when dealing with diverse distributions, 

and while the set bin width may be appropriate for certain distributions, it likely fail to capture the 

correct shape of others. Both the Freedman-Diaconis and Sturges rules infer the bin width according 

to rules of thumb incorporating the number of observations and their standard deviation. Although 
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preferable to a fixed bin width, these heuristics are not guaranteed to generate a ‘best-fit’ histogram or 

PDF. The Bayesian binning methods, on the other hand, overcome this problem by finding the bin 

width that results in a distribution of ‘best-fit’ by using maximum likelihood or marginal posterior 

functions to measure the model fitness172,173. Bayesian blocks takes this a step further by dispensing 

with a universal bin width, and instead evaluating fitness at varying widths for every bin, which often 

results in several bins being merged into one. However, in the context of this research, this raises two 

potential issues: Bayesian blocks are computationally expensive; and the inferred histograms may 

have bins with very large variance, leading to uninformative FPgs. Consequently, Knuth’s rule, which 

calculates the optimal universal bin width, was chosen, although the computational complexity 

remains comparatively high. The optimal number of bins, in Knuth’s rule’s equation, is the parameter 

M which maximizes the function: 

 

(2-1) 

 

where Γ is the Gamma function, 𝑛 is the number of data points, and 𝑛𝑘 is the number of 

measurements in bin 𝑘173,174. 

There remained a serious combinatorial problem. Given three studies covering a total of 23 donors, 

three timepoints per study, two annotation frameworks, and 35 metrics per framework, there were 

potentially  630 distribution plots to generate and visually compare. This was deemed intractable. To 

overcome this challenge, I implemented a data aggregation algorithm in Python, whereby 

distributions from all donors at a single timepoint (using the same framework) are aggregated into a 

single distribution. This approach was found to successfully captures key variations in the shape of 

aggregated distributions. The algorithm works as follows: a PDF is inferred for every distribution 

using the tree-based KDE algorithm of SciKit-Learn175 and the Grid Search algorithm of Scikit-

Learn175 in order to identify the best bandwidth, whereby the resulting models are evaluated by a 

maximum-likelihood model fitting algorithm. The resultant models/functions of all the distributions 
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are then used to infer a unified bootstrapped function. First, hundreds of points are randomly chosen 

from within the range of the min-max values across all distributions. Using the PDFs, bootstrapped 

values for all those points are then inferred, which generates Y-axis error bands for all the X-axis 

values. The result is a unified PDF with a confidence band that visually captures all intricacies of the 

underlying distributions.  

 

2.3 Results and Discussion 

 

Before presenting the results, it is important to note the following about the Gupta et al influenza 

vaccination study. Although ostensibly a “classical” single-challenge dataset, it is notable that all 

three individuals responded differently to vaccination, with individual GMC (who had been 

vaccinated against influenza the previous year) showing no high-frequency clonal responses, whereas 

individual FV had high-frequency clones prior to vaccination.  

FPg and ECDF plots were generated from the Sumrep output for each metric, at each timepoint for 

each framework (figures 2-1 and 2-2). While FPg plots are informative in capturing the peaks in 

metric distributions, ECDF plots are more useful in demonstrating changes in the variance among the 

distributions and/or shifts of distributions. Most of the metrics for each study did not significantly 

change at different timepoints or between the distribution of different frameworks, most prominently 

Atchley factor distributions. Therefore, figures 2-1 and 2-2 display a subset of these plots, which 

demonstrate various changes and differences, or lack thereof, among the distributions that may be of 

interest for varying reasons. The choice of FPg or ECDF to demonstrate the changes/differences 

among distributions are made on the basis the merits of each kind of plot, as pointed out above. Here 

is a breakdown of the summary statistics calculated and their descriptions: 

• Pairwise distance distribution: This statistic captures the distribution of distances between all 

possible pairs of sequences in a repertoire. It provides information on the overall diversity and 

similarity of the repertoire. 
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• Nearest Neighbor distribution: This statistic captures the distribution of distances between 

each sequence and its nearest neighbour in the repertoire. It provides information on the local 

structure of the repertoire. 

• GC-content distribution: This statistic captures the distribution of the percentage of guanine-

cytosine (GC) base pairs in the nucleotide sequences of the repertoire. It provides information 

on the nucleotide composition of the repertoire. 

• Hotspot motif count distribution: This statistic captures the distribution of the number of 

occurrences of hotspot motifs, which are DNA sequence patterns that are preferentially 

targeted by the V(D)J recombination machinery. It provides information on the usage of these 

motifs in the repertoire. 

• Coldspot motif count distribution: This statistic captures the distribution of the number of 

occurrences of coldspot motifs, which are DNA sequence patterns that are less frequently 

targeted by the V(D)J recombination machinery. It provides information on the avoidance of 

these motifs in the repertoire. 

• Distance from germline to sequence distribution: This statistic captures the distribution of the 

distances between the nucleotide sequences of the repertoire and their closest germline gene 

segments. It provides information on the extent of somatic hypermutation and selection in the 

repertoire. 

• CDR3 length distribution: This statistic captures the distribution of the lengths of the CDR3 

regions in the amino acid sequences of the repertoire. It provides information on the diversity 

and structure of the CDR3 regions, which are particularly important for antigen recognition. 

• Pairwise CDR3 distance distribution: This statistic captures the distribution of Levenshtein 

distances between all possible pairs of CDR3 sequences in the repertoire. It provides 

information on the diversity and similarity of the CDR3 regions. 

• Atchley factor distributions: This statistic captures the distributions of the Atchley factors176, 

which are physicochemical properties of the amino acids. It provides information on the 

distribution of these properties in the repertoire. 
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• Kidera factor distributions: This statistic captures the distributions of the Kidera factors177, 

which are another set of physicochemical properties of the amino acids. It provides 

information on the distribution of these properties in the repertoire. 

• Aliphatic index distribution: This statistic captures the distribution of the aliphatic indices 

across repertoires. The aliphatic index measures the relative volume of aliphatic side chains 

(alanine, valine, isoleucine, leucine) in proteins, indicating their hydrophobicity and 

thermostability, where a higher index suggests greater hydrophobicity and potential stability, 

especially at high temperatures178. 

• GRAVY index distribution: This statistic captures the distribution of the GRAVY indices 

across repertoires, which is a different measure of the hydrophobicity of the proteins. 

GRAVY is calculated as the sum of hydropathy values of all the amino acids, divided by the 

number of residues in the sequence 179. 

• Polarity distribution: This statistic captures the distribution of the polarities of the amino acids 

in each repertoire. The polarity distribution in a protein refers to the arrangement and 

frequency of polar and non-polar amino acids within the protein's structure. Polar amino acids 

are those that have side chains that can participate in hydrogen bonding (due to the presence 

of electronegative atoms like oxygen or nitrogen), while non-polar amino acids have side 

chains that are hydrophobic and do not participate in hydrogen bonding180. 

• Charge distribution: This statistic captures the overall distribution of the arrangement of 

positively and negatively charged amino acids within antibodies across a repertoire. 

• Basicity distribution: This statistic captures the distribution of the frequency of the basic 

amino acids per antibody across repertoires. 

• Acidity distribution: This statistic captures the distribution of the frequency of acidic amino 

acids per antibody across repertoires. 

• Aromaticity distribution: This statistic captures the distribution of the aromaticities of the 

amino acids. It provides information on the distribution of these properties in the repertoire. 
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• Bulkiness distribution: This statistic captures the distribution of the bulkiness of the amino 

acids. It provides information on the distribution of these properties in the repertoire. 

• Positional distance between mutations distribution: This statistic captures the distribution of 

the distances between somatic hypermutations in the nucleotide sequences of the repertoire. It 

provides information on the distribution of these mutations and their potential effects on the 

antigen recognition properties of the repertoire. 

• VJ insertion length distribution: This statistic captures the distribution of the lengths of the 

insertions between the variable (V) and joining (J) gene segments in the nucleotide sequences 

of the repertoire. It provides information on the diversity and structure of these insertions. 

• VD insertion length distribution: This statistic captures the distribution of the lengths of the 

insertions between the variable (V) and diversity (D) gene segments in the nucleotide 

sequences of the repertoire. It provides information on the diversity and structure of these 

insertions. 

• DJ insertion length distribution: This statistic captures the distribution of the lengths of the 

insertions between the joining (J) and diversity (D) gene segments in the nucleotide sequences 

of the repertoire. It provides information on the diversity and structure of these insertions. 

 

Nearest neighbour distributions largely differ between the two frameworks across both of the studies 

(Figure 2-1a), which is likely due to the big difference the varying annotation parameters of the Partis 

and IgBlast make on alignment distance among nearest neighbours. This is consistent with some of 

the other metrics, e.g. Distance from germline to sequence (Figure 2-1c), VD insertion length (Figure 

2-1d) and DJ insertion length (Figure 2-1e), which are more significantly affected by the differing 

annotation protocols of Partis and IgBlast. The importance of comparing, and ultimately evaluating, 

framework annotations through these summary statistics is illustrated in Nearest neighbour metric 

(Figure 2-1a). We see that in the Gupta et al Nearest neighbour example that there are no significant 

differences across different timepoints of IgBlast distributions, however, there are clear shifts in the 

Partis distribution at different timepoints. This is also the case, to a certain extent, in the DDW et al 
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Partis distributions of day-7 to day-28. Again, this observation is somewhat consistent with the DJ 

insertion length distributions. 

Interestingly, the Pairwise distance distributions (Figure 2-1b) show a subtle, if not insignificant, 

differences between Partis and IgBlast in the Gupta et al study , however, there are significant 

differences between the two frameworks in the DDW et al study. Furthermore, the DDW et al Partis 

distributions also vary at different timepoints. In contrast, the Kidera factor 2 (Figure 2-2f) 

distributions are very similar at the same timepoints across the board, where most of the subtle peaks 

and more general changes in the distribution shapes are captured in both Partis and IgBlast 

distributions. This is largely the case for the Kidera factors 7 and 8. Finaly, Hot spot count distribution 

hardly shows any variation in the IgBlast distributions, however, it shows large variation for Partis. 
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Corresponding aggregate distribution plots (as described in section 2.2.3) are shown in Figure 2-3, 

with a six-fold reduction in the volume of the data. As supplementary figure 1 shows a lot of the 

intricate characteristics of distributions are still represented in the aggregate plots. For instance, 

comparing the Kidera factor distributions, which are particularly noisy, one can see that despite the 

compression, the aggregate plots still summarise the distributions quite well without too much 

unnecessary noise. 

Though aggregate plots are helpful in reducing the volume of data visualisation, there is still a 

significant issue with sole use of visual characterisation of repertoires. It is often difficult to 

distinguish noise from actual signals when insignificant yet sharp peaks, or shifts, could be interpreted 

as signals due to human error. To this end, in our sumrep manuscript a lasso regression technique is 

introduced, by our co-authors, to systematically identify metrics most useful to repertoire 

characterisation. Such difficulties with human interpretations of high-dimensional data could be an 

opportunity for machine interpretation by utilising the deep learning models, which recently have 

demonstrated unprecedented results for analysing high-dimensional data181–183. Additionally, 

Figure 2-1& Figure 2-2 Selected samples of Summary Statistics distributions. 10 summary statistics distributions, from 

across two datasets, chosen as a representative subset of a larger set of summary statistics output of sumrep. Each plot has a 

unique x-axis where the value corresponds to the metric. The y-axis is the normalised probability density. Each column 

represents corresponding distributions from each study. Individuals within the DDW dataset are labelled as follows: donors S-

4, S-6, S-7, S-14, S-27, S-42 are elderly (aged 70-89), whereas donors S-34, S-39, S-53, S-62, S-63, S-69 are young (aged 19-

45). 
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Davidsen et al used Sumrep’s summary statistics for evaluating their deep generative variational 

autoencoder (VAE) model of TCR β repertoires184, which is another use case for using summary 

statistics we have developed. 

We observe that most of the distributions are very noisy and difficult to make meaningful 

interpretations of, even when looking at the aggregated distributions seen in the Supplementary 

Figure. In conclusion, interpreting such complex high-dimensional data as the comprehensive set of 

immune repertoire summary statistics through visual means poses many difficulties and, in many 

cases, may not be informative or even feasible. Furthermore, Sumrep can only handle small amounts 

of data compared to the size of AIRR sequencing data. We address these issues in the next chapter by 

reimplementing an high performace computing (HPC) version of Sumrep, capable of analysing 

hundreds of millions of sequences, which we use in conjunction with the deep learning pipeline, 

which given the observed challenges that arise from such a feature-rich system could justifiably prove 

to be a more promising approach.  
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Figure 2-2 An outline of the reduction in the volume of the distribution data by the data aggregation method. 
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3 Prediction of the population-wide degree of 

commonality of antibody clones using deep learning 

 

 

 

3.1 Introduction 

 

3.1.1 Background and Motivation 
 

Mammalian antibody repertoires exhibit very high levels of diversity, with the humanantibody 

repertoire recently estimated to contain 3 × 1015 unique antibodies16. This diversity is attributable to 

multiple processes described in chapter 1. V(D)J recombination, which occurs in the early stages of B 

cell development, introduces both combinatorial diversity (associated with the somatic rearrangement 

of immunoglobulin genes) and junctional diversity (involving the potential addition and/or removal of 

nucleotides). Additional diversity arises from the subsequent introduction of somatic hyper-mutations 

SHM during the B cell maturation process.  

Although these processes generate high levels of diversity, antibody sequences are not randomly 

distributed throughout the space of potential antibodies; rather, the processes exhibit bias, such as the 

preferential usage of certain V and J genes185 and sensitivity to sequence properties, including known 

hot and cold spot motifs, that affect the prevalence of SHMs at different positions186. For example, the 

probability that a given antibody sequence will be generated by V(D)J recombination varies by 

approximately 20 orders of magnitude and can be calculated with a fair degree of accuracy187,188.  

Nevertheless, if one compares the antibody repertories from two randomly selected healthy humans, 

most of the sequences will be unique to only one of them and are considered “private”, whereas the 

number of shared or “public” antibody sequences is correspondingly small. This concept of public and 

private antibodies is potentially important, both for our general understanding of the systemic 

properties of immune systems, and in the context of vaccine design, where it is considered desirable 
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to stimulate responses that are both effective and common among individuals189–191. As shown later, 

the public-private characteristics of antibodies are only partially correlated with their frequency. The 

extent to which the frequency of precursor antibodies within the pre-vaccination repertoire may be an 

additional factor in determining the effectiveness of the response induced by a vaccine is poorly 

understood192. However, some relatively low-frequency, though public nonetheless, antibodies could 

play an important role in identifying better targets for vaccine design, notably, antibodies which bind 

to HIV gp120190 and the stalk of influenza hemagglutinin193. The reasoning is that if we could predict 

how common, in the broader human population, the effective antibody response(s) to our vaccine 

target would be, we could identify vaccine targets that could evoke effective immune responses in 

larger portions of the population. This is because we would expect that, the higher the degree of 

commonality of an antibody, the greater the likelihood that each individual’s repertoire would have 

the potential to express it. For these reasons, predicting whether specific antibodies are public or 

private is an interesting and potentially biomedically useful task. 

In practice, the commonality between antibodies is typically not calculated based on the combined 

sequence identities of whole heavy and light chains (such an approach would be sensitive to the 

choice of protocols that affect sequencing length and the prevalence of sequencing errors), but rather 

calculations are made separately for heavy and light chains using some definition of a shared clone or 

clonotype. One common definition is sharing identical V and J gene segments usage as well as CDR3 

sequence (V3J)16–18. Less stringent approaches, focusing exclusively on identical CDR3s, have also 

been adopted194, and recently the concept of public antibodies has been extended to incorporate 

structural and functional equivalences195. Often it is only the heavy chain that is investigated16,18, as it 

is more diverse than the light chain and its CDR3 is often considered the dominant contributor to 

antibody binding specificity (see, for example, Xu & Davis196).  

With the advent of ultra-deep sequencing studies using leukapheresis (a process whereby, in the 

present context, B cells are separated from an individual’s blood and the remaining blood constituents 

are returned to circulation), we now have a better picture of how many sequences are shared between 

individuals. Briney and co-workers observed a shared heavy chain V3J clonotype frequency of 
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0.022% between all 10 healthy subjects in their study, with 1.57% being the highest shared proportion 

between any pair of subjects16. Soto and co-workers observed a shared heavy chain V3J clonotype 

frequency of 0.3% between three healthy subjects, with 6% being the highest shared proportion 

between any pair17. As noted in the latter study, some of the shared clonotypes may be attributable to 

subjects having been exposed to the same, common antigens, but this is not the only factor, as shared 

V3J clonotypes were also observed in samples from the umbilical cords of three neonates17.   

Previous attempts have been made to predict whether human antibody sequences are public or private. 

Greiff and co-workers used support vector machines to predict whether naïve human heavy chain 

antibody sequences sharing the same heavy-chain CDR3 were “public clones”, that is occurred in at 

least two of the three healthy subjects from which sequences had been collected18. This study 

achieved ~80% accuracy over their binary classification problem. 

Given the number of subjects (three) used in that earlier research, their coarse-grained approach to the 

public-private question is understandable but has become less satisfactory as the number of potential 

subjects increases; in such circumstances, it seems reasonable that one should make a distinction 

between V3J clonotypes (or public clones) shared between just two subjects and those shared between 

many or all of them.  

In this research, the focus is exclusively on heavy chain V3J clonotypes combined from the two ultra-

deep datasets described above16,17, producing an initial set of > 2 billion BCR heavy chains from a 

total of 13 healthy subjects. Rather than address the public-private problem as a binary task, it has 

been reformulated as a regression task, where the challenge is to predict the degree to which a given 

V3J clonotype is shared between all individuals.  

 

3.1.2 The Blind Mapmaker Hypothesis 
 

Here, I briefly outline my thoughts on why some cases of immune convergence may be more 

profound than epitope- or antigen-specific examples; consequently providing an argument in favour 
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of the existence of abstract genomic features that justify the use of machine learning to predict the 

Degree of Commonality (DoC), hereby referred to as the "Blind Mapmaker Hypothesis". 

The existence of public clonotypes raises intriguing questions about the immune system's underlying 

mechanisms and optimisation strategies. The immune system is a complex adaptive system that has 

evolved to balance multiple goals simultaneously, such as effectively identifying and eliminating 

pathogens, reducing the risk of autoimmunity, and limiting damage to the host's tissues. Pareto 

optimality is a concept that helps us understand how the immune system navigates these competing 

goals by finding the best possible trade-offs. In simpler terms, the immune system looks for solutions 

that excel in one or more objectives without being worse in any others, which can be represented as 

"attractors" or points of equilibrium on a graph called the Pareto-optimal front, illustrating the ideal 

balance among the different goals. 

Each of the individual objectives mentioned above could be a generalisation of an underlying set of 

many objectives; therefore, in viewing the immune system this way, it is essential to note that the 

optimisation is operating at different, but not independent, layers. Naturally, this results in a fitness 

phase space, the high-dimensional aggregate of fitness landscapes for all possible objectives. The 

attractor/non-dominated solutions in this phase space may not necessarily occupy an optimum on 

every subset of fitness landscapes but are not dominated by other local solutions in their 

neighbourhood of the fitness phase space.  

These public clones could arise due to genetic, structural, or functional constraints, adapted over long 

and short evolutionary periods to enable recognition of common or conserved epitopes found in many 

pathogens while satisfying all other objectives. Consequently, shared clonotypes might represent 

attractors on the Pareto-optimal front in the fitness phase space of the adaptive immune system. For 

example, considering a hypothetical case in which the only multi-objective optimisation task concerns 

the effectiveness of clonotypes' primary response, the fitness phase space corresponds to the aggregate 

of BCRs' fitness landscapes against every possible epitope. It stands to reason that, in this phase 

space, attractor solutions are clonotypes capable of providing the broadest possible coverage of the 

epitopes compared to most other clonotypes in their neighbourhood. Subsequently, in this paradigm, 
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by finding these attractor solutions, the immune system effectively learns how to roadmap the space 

of possible epitopes, enabling it to cover in a consistently tractable time thanks to these attractors. In a 

simple two-dimensional map analogy, one can think of these attractor solutions as somewhat similar 

to spaghetti junctions, providing a good starting point of travel when the destination is not 

predetermined, hence the name "Blind Mapmaker Hypothesis". Similarly, by reformulating this multi-

objective immunity problem as a related problem, namely the maximum-flow problem, as attractors, 

the shared clonotypes would function as sources that maximise the flow of immune recognition and 

response in a multi-sink problem, where the sinks are epitopes we are likely to encounter. 

Following these arguments, one can expect the sequences of shared clonotypes to contain genomic 

signals related to the plasticity required for their hypothetical function as these attractor solutions. 

Given the complexity of the immune system and the high-dimensional nature of the data it generates, 

we can expect high levels of noise-to-signal ratio in these sequences, which deep neural networks 

excel at learning. Regardless of the validity of this hypothesis, even the sequences of disease-specific 

public responses may still present some genomic patterns generic to convergence. 

3.2 Methods 

 

Here we briefly summarise the data processing steps used in the results section. It is important to note 

that in specific figures, the DoC labels were downshifted by 1, e.g. DoC0 to DoC7 labels would 

correspond to DoC1 to DoC8 labels. Additionally, specific figures only have DoC values up to a 

maximum of 7, owing to the lack of complete data at the time of the analysis. 

In summary:  

• Sequence data were de-duplicated. 

• Sequences were removed if there was ambiguity in their nucleotide and or amino acid sequences; 

if they were light, rather than heavy, antibody chains; if they were considered unproductive; if 
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they were shorter than 85 amino acids in length; and if the CDR3 contained fewer than 5 or more 

than 35 amino acids residues. 

• The remaining sequences were assigned to Convergent Clusters according to the V3J clonotype 

criteria. 

• Sequences were then labelled with their respective DoC values calculated by identifying the 

number of subjects with sequences belonging to the same convergent cluster. 

• The remaining sequences were undersampled according to DoC-based criteria informed by EDA. 

• Leak-free splitting of the set into 10 partitions was performed to facilitate the 10-fold cross-

validation of the final deep neural network model. 

 

3.2.1 Data Collection 

Arguably, one of the biggest challenges of working with immune repertoire data, besides the inherent 

complexity of antibody sequence generation mechanics, is the sheer amount of data due to the 

enormous size of unique clonotypes in immune repertoires. One can argue that we have only begun to 

experience this challenge, as most of the sequencing studies remained very shallow, until recently, by 

only sequencing at most several hundreds of thousands of sequences per subject at a coverage rate of 

less than 1%. Nonetheless, the lack of high-coverage sequencing data poses a bigger problem than the 

difficulties of handling such large data. A Particular issue in this research is that immune repertoires 

can be biased in many different ways (e.g. gene usage and VDJ recombination probabilities), resulting 

in wildly skewed clonotype frequencies, which are reported to be power-law-distributed14,197,198. 

Additionally, DoC is long-tail distributed (see Modelling Class Sample-Size Distribution). 

Consequently, extreme sequencing depth and width (number of individuals sampled) are required to 

assign the degree of commonality accurately.  

In this research, I pooled together, to the best of my knowledge, the two largest open-source antibody 

repertoire datasets available, which were extracted from Briney et al16 and Soto et al. 17, who reported 
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sequencing almost 3 and 1.72 billion heavy-chain consensus sequences from ten and three individuals 

respectively. They report capturing over 50% (at the most conservative estimates) of clonotypes from 

each individual’s repertoire, estimated by species richness analyses. The data for each individual from 

the Briney et al. study was collected from the corresponding GitHub repository (see 

https://github.com/briney/grp_paper) in CSV format. Each subject’s data comprises 6 biological 

replicates, each composed of 3 technical replicates, adding up to 18 samples/files per subject. The 

Soto et al. dataset was obtained from OAS167 and was subject to the OAS’ in-house data cleaning 

pipeline, resulting in three large CSV files. It should be noted that during the initial phase of this 

study, data from only 8 subjects from the Briney et al. study was used before the data from an 

additional five subjects became available.  

 

3.2.2 Machine Learning Pipeline and Bag-of-Tricks 

All neural network models were constructed using the Tensorflow 2.0 Python library and trained on 8 

Nvidia 1080ti GPUs. As far as possible, consistency was maintained with respect to the overall 

architecture and other parameters across different models. Where differences occurred, these are 

specified in the relevant sections of this thesis. For instance, the Mish activation function was 

consistently used for the hidden layers of all models, whereas the choice of output layer activation 

function depended on the context.  

All models were trained in many steps as a result of dividing the training and validation splits into 

batches. To ensure that low-population classes were included in all batches, a batch size of 4096 was 

used. The data was randomly sampled into batches prior to the implementation of “leak-free” 

batching. He normal weight initialisation, a method which is particularly useful for avoiding the 

vanishing gradient problem199, was used for all layers unless otherwise specified. The “Ranger” 

optimisation function was used, which is a combination of the Rectified Adam optimisation 

function200 and the Lookahead technique201, with the parameters summarised in Table 3-1.  

 

https://github.com/briney/grp_paper
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Max Learning Rate Min Learning Rate Warmup Proportion Total Steps Sync Period Slow Step Size 

0.01 0.0001 0.2 data-size/Batch-size 5 0.5 

 

Table 3-1 The machine learning parameters. Some of the machine learning parameters consistently used across different 

models. 

 

Large learning rates were chosen to counteract the effects of the large batch size. Here the aim is to 

introduce stochasticity into learning, as the larger the batch size gets, the more confidence the 

optimisation algorithm will have in the direction of the learning, which may or may not be converging 

to the global minimum or to an acceptable local minima. Early stopping was used to prevent 

overfitting of the models and reducing training time, with a patience factor of 10 steps. For 

classification model evaluation, the area under receiver operator characteristic curve (AUC) and 

confusion matrix (CM) were used, together with various loss functions depending on the type of 

modelling performed. Note that, in a multi-class model confusion matrix, the top-left-bottom-right 

diagonal is informative of how the model performs, i.e. the higher the concentration of predictions on 

that diagonal the better the performance of the model. Finally, for regression model evaluation, mean 

absolute error (MAE) and mean squared error (MSE) were used, together with MSE as the loss 

function. Confusion matrices were simply calculated using class-wide true positives, false negatives, 

false positives, and true negative information and plotted using the matplotlib Python library. 

3.2.3 High-Performance Computing 

 

In this research, a wide array of data science and programming tools and libraries written in the 

Python programming language were utilised. Numpy was used for general mathematical computing 

and vector operations. Scipy was used for scientific calculations. Pandas was the most extensively 

used library for dataframe-related operations. Scikit-learn was used for a variety of machine learning-
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related tasks, including data preparation. These are only few of the many programming libraries used 

to make this work possible, which was carried out on a server with a CPU with 40 threads, 375gb of 

memory and 8 1080ti Nvidia GPUs. Whilst, for a large part these versatile tools were indispensable, 

processing the volume of data that needed to be used in this study would have been impossible, given 

the relative paucity of the computational resources, without adopting HPC tools and methods. 

Arguably, the most limiting factor in this research has been memory usage, a consequence of the huge 

computational costs of operating on dataframes, which was the main (and natural) way that data was 

handled. Generally, the memory requirement for dataframe processing is several times the size of the 

dataframe. The computational complexity, however, was a close second as a limitation to this work. If 

HPC techniques had not been adopted, the memory and time needed to carry out the analyses would 

have multiplied several fold. 

When it comes to the deep learning, Tensorflow offers a consistently well-optimised platform with the 

possibility of parallel computing, especially given the availability of GPUs. However, this is not the 

case for data processing libraries, which ultimately demand most of the development time. Beside 

utilising only a single-core for all operations, a significant shortcoming of Pandas is that data is copied 

multiple times for most operations, with the most expensive being the merge, join and groupby 

functions. Even if sufficient random-access memory (RAM) had been available to carry out such 

operations (which were routine in the work undertaken), processing time on a single core would have 

been orders of magnitude higher. This is, for the most parts, due to Pandas being written in pure 

Python, which is not optimised for speed, parallelism, or memory management (for instance in 

comparison to C++). This is further exacerbated by the fact that Pandas offers no out-of-core 

functionality or lazy-programming paradigm, which could play a useful role in reducing development 

time. Despite not having any real impact on reducing the time complexity of computationally 

intensive algorithms, lazy evaluation can significantly reduce development time, particularly in a 

dataframe context.  

Data analysis of real-world problems involves long and complicated pipelines, where each 

independent step/line-of-code commonly contribute to a long and complicated procedural algorithm, 
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which is reflected in the complexity of the design patterns required. This is often the case with the 

Pandas’ programming paradigm,  and when the task involves handling large amounts data, each step 

may have a large time complexity that adds a significant burden in terms of development time and 

effort. As an alternative, lazy evaluation (although implementations vary in different HPC libraries), 

can potentially eliminate this problem by allowing one to execute an algorithm with a very small 

subset of the data first, and postpone the full computation until such time as the results of that 

computation are needed elsewhere in the pipeline. 

The most logical way to avoid large memory costs is by adopting a zero-copy policy, which has been 

implemented effectively by the Vaex library; instead of copying data, Vaex creates references to the 

data it needs. Although underdeveloped compared to pandas, Vaex was used extensively in this 

research, particularly for plotting in the EDA process (given it's efficient integration with the Python 

Matplotlib library).  

Another way to avoid out-of-memory problems is by out-of-core computation, which is a concept is 

mainly used in the context of HPC and big data processing. Out-of-core algorithms are designed to 

process data that is too large to fit into a computer's main memory all at once. This is done by loading 

a portion of the data into memory, processing it, then moving it out and bringing in the next portion of 

data. This method is often used in libraries like Modin or Dask to handle large data sets efficiently. 

Though superficially similar to the concept of virtual memory,  regarding the overflow of data to disk 

to prevent out-of-memory issues, the scope, dynamics and implementations of the two concepts are 

very different. Out-of-core computation is a technique used in specific algorithms and libraries and is 

typically implemented at the application level, whereas virtual memory is a feature of the operating 

system that abstracts memory management for all applications running on a system. Dask and Modin 

were used extensively to handle our large datasets, and while Dask was far more versatile, both 

suffered from a number of unexpected behaviours and/or errors (attributable to binary-formatted files 

lacking full integration into the underlying Ray engine). Vaex was also used as an HPC alternative for 

Pandas which handles parallelism and memory issues differently, however, this library could not 

provide an end-to-end for all of the necessary computations.  
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As a gold standard in the field, Apache Spark is arguably the most versatile tool available, especially 

since Spark 3.2.0 version integrated Pandas-on-Spark (formerly known as Koalas) into the Pyspark 

library. During most of the research conducted for this thesis, Pandas-on-spark was not available, 

although various Pyspark modules based on the Apache Spark engine were utilised, as this engine has 

various effective strategies for dealing with memory problems and promoting faster computation. The 

most fundamental and powerful aspect of the Spark engine is the resilient distributed dataset (RDD), 

which is a set of partitions of data distributed across multiple cores/nodes in a cluster. Importantly, 

RDDs are resilient to node failures and recoverable (a feature missing from Modin). Furthermore, the 

Spark engine is very flexible and efficient with respect to memory usage and uses in-memory Pyarrow 

columnar data for faster data transfer and computation. On the other hand, the Pyspark package 

suffers from the common pitfall of not having a full implementation of pandas functionality.  

In summary, there is currently no single package that provides the end-to-end functionality required 

for research such as this with complex data processing requirements. At the time of writing, Modin 

and Vaex lack the maturity and the user base, making the development of an effective and reliable 

end-to-end data science pipeline both challenging and time-consuming. On the other hand, the 

combination of PySpark and Dask provides the best available solution for developing such complex 

end-to-end pipelines for big data processing. 

 

3.3 Results 
 

All the results presented here concern the prediction of the degree of commonality (DoC) of V3J 

clonotypes within a complete set of > 400 million antibody heavy chain sequences (or subsets 

thereof) compiled from (to the best of our knowledge) the two deepest AIRR-seq datasets yet 

published. 

Here, we performed multitude of exploratory data analysis (EDA) and data processing steps and 

modelled this task in variety of ways, e.g. binary and multi-class classifications. Across all different 
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types of modelling, we extensively tried and tested variety of neural network architectures, with as 

much consistency as possible. In the final type of modelling, i.e. the regression modelling, we 

additionally designed a Transformer neural network architecture to compare with the consistently 

used squeeze-and-excitation temporal convolutional neural network (SE-TCN) architecture.  

3.3.1 Definitions, Data Processing and Labelling 

 

Given the central aim of this study, a prerequisite for establishing a data processing pipeline is to 

define what constitutes the genomic convergence across clonotypes within a repertoire and, by 

extension, across repertoires in a population. In this study, we adopted the “V3J” definition from Soto 

et al. 17 for clonotyping BCR sequences, whereby sequences which share the same V and J gene 

segments and have identical CDR3 sequences are collapsed into one cluster. Hitherto, when referring 

to such clusters in the context of an individual’s repertoire, we use the term clonotype, and when 

referring to such clusters shared across multiple repertoires, we use the term convergent cluster. 

The authors of the published datasets used in this research had already carried out data pre-processing 

steps, namely, the standard high-throughput sequencing bioinformatics, e.g. filtering low-quality reads 

and identifying consensus sequences. Notably, the identified consensus sequences observed across 

multiple technical replicates of the same biological replicate were collapsed into a single sequence. If 

identical sequences were observed across multiple biological replicates, all copies were retained (as 

genuine recurrences rather than PCR-derived duplicates).  

For this research, specific sequence annotations – notably V and J gene inferences and the 

specification of the CDR3 – are of paramount importance. Both studies used their bespoke annotation 

pipeline for handling their massive datasets: Briney et al. used Abstar, and Soto et al. used PYIR. The 

large number of different genes - some of which can be difficult to distinguish - and the extremely 

high mutation rate involved in the antibody sequence generation process, in addition to the biological 

and sequencing biases, make the gene annotation of antibodies a challenging and error-prone process. 

One of the factors that can significantly influence the reliability of annotations is sequence length, i.e. 

the longer the sequences, the more information available for accurate annotations. Therefore, a 
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minimum-sequence-length criterion (85 amino acids) was adopted to minimise the possibility of 

incorporating misannotated sequences - a decision based on the observed sequence-length distribution 

in the data and knowledge about the minimum length required to minimise gene annotation errors. 

Sequences with CDR3 lengths (using IMGT’s CDR3 definition) outside the range of 5-35 amino 

acids (approximately 99% of the data) were excluded to reduce the chances of including potentially 

aberrant sequences. Additionally, all sequences marked as unproductive by the authors were removed. 

The filtered subject-specific databases (in the context of the Python programming language) of 

biological and technical replicates were merged into a unified database for each subject, and only one 

copy of identical sequences was retained to avoid overfitting the downstream machine learning mode. 

However, the number of copies of a given sequence was recorded for subsequent analyses. Finally, all 

subjects’ dataframes were merged, and sequences were collapsed into “convergent clusters” based on 

the V3J definition. The cluster members were assigned a DoC label (1 to 13), depending on how 

many subjects their cluster represented. 

 

3.3.2 Binary Classification 

 

The simplest way to model the clonotype “commonality” problem is as a binary classification task, 

which additionally provided the added benefit of establishing a baseline comparison to the shallow 

ML model published by Greiff et al.18 before progressing to developing granular models. The study 

published by Greiff et al.18 was the only published work on an ML approach to this problem at the 

time, where they used an SVM to model this problem as a binary classification task. In this scenario, 

BCR clonotypes unique to only one individual, i.e. clonotypes with DoC1, were considered private, 

and all other clonotypes as public. Following this definition, all BCR’s DoC values were binary 

encoded with zero or one, with zero corresponding to the private class and one to the public class. 

BCR amino acid sequences and their binary labels were used as inputs into a simple deep 

convolutional neural network (CNN), with a single neuron in the final layer to output a single 
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prediction value, namely a logit, normalised to probabilities by the Sigmoid activation function. The 

Sigmoid function is described by Equation 3-2202–204: 

 

 

 

(3-1) 

 

 

 

where 𝑒 is Euler’s constant.  

Cross Entropy (log-loss) function calculates the model’s error by calculating the distance between the 

probabilities and the ground truth labels. The backpropagation algorithm minimises the error by 

adjusting the model parameters with respect to the magnitude of the error. As with all the models 

developed for this research, the mean error is calculated for mini-batches of data, which in the case of 

binary classification was of size 256 to ensures at least a few examples of the public class are included 

given the large class-imbalance. The mini-batch cross entropy loss is described in Equation 3-2202–205: 

 

 

(3-2) 

 

 

where 𝜃 is the model parameters, 𝑚 is the mini-batch size, 𝑦𝑖 and 𝑝𝑖 are the ground-truth label and 

model’s prediction for instance 𝑖 respectively.  

This model achieved an accuracy of 78.1% on the test set. However, the model accurately classifies 

private sequences 97% of the time, while only achieving 70% for the public class, which can be 

attributed to the large class imbalance in the train and validation splits in favour of the private class. 
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Therefore, the test set was deliberately undersampled with a 2:1 public to private class-ratio, to 

examine whether the model’s training and validation performance is due to overfitting to the 

dominant private class. To acquire a more fine-grained view of model performance we also computed 

the confusion matrices (Figure 3-1), enabling us to examine model performance for every class.  

This model achieves a good Matthew's Correlation Coefficient (MCC) score of 0.615 while achieving 

the Area Under the Receiver AUC scores of 0.764 and 0.696 for the training and test sets respectively 

(see Figure 3-2). Though the MCC score indicates good performance and could suggest that the 

model may be well-calibrated, there is no information about any possible underlying class imbalance 

within the public class, i.e. the frequency ratio among public sequences with varying DoC values. For 

instance, if the pool of public sequences is dominated by the BCRs with lower DoC values, those 

sequences may be solely, or more significantly, contributive to the true negative predictions, while 

those with higher DoC values may contribute to false positive misclassifications. As a result, the 

model’s learning could hypothetically become limited to differentiating between the instances of these 

more abundant “sub-classes” of the public class and the highly abundant private class instances, 

resulting in a model that could still be uncalibrated while exhibiting good scores. Furthermore, the 

large ratio of false negatives and false positives in Figure 3-1 along with the low AUC score for the 

test set point to the fact that more granular inspection of the data is required. Finally, the large 

difference between the training and test sets’ AUC values, i.e. 0.068, indicates that the model is 

overfitting despite heavy regularisation and that expanding the public class into more classes could be 

beneficial. In future subchapters, we address these issues. 
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Figure 3-1 Binary classification confusion matrix for the test results. The label zero corresponds to the private class and 

label one corresponds to the public class. The heatmap is scaled in terms of the number of test examples. 

 

Figure 3-2 Binary classification AUC curve for the test results. The ratio of true-positive vs. false-positive predictions of 

the model is well above the diagonal threshold and close to 100% true-positive prediction, indicative of a well-performing 

model. 

 



77 
 

3.3.3 Exploratory Data Analysis 

All attempts for successful application of machine learning problems with “real world” data – data 

that, unlike benchmark datasets, is not cleaned and tailored for machine learning - particularly those 

with complex underlying generative processes, imbalance and noise - must start with extensive and 

careful EDA. Moreover, employing domain expertise, one must determine whether there are 

correlations between domain-specific factors, which could avoid the need for machine learning 

altogether, factors that could have been missed from EDA. Given the previously discussed “Blind 

Mapmaker hypothesis”, one such factor could potentially be a positive correlation between DoC and 

similarity to germline sequences. To that end, before starting with this chapter's main machine 

learning contributions, we carried out a series of preliminary EDA, which either guided the following 

machine learning subsections or were directly or indirectly used in the implementations.  

Building upon our prior discussion of the Blind Mapmaker Hypothesis, we sought to investigate the 

relationship between the DoC and similarity to germline sequences among convergent clusters. By 

better understanding this relationship, we hoped to gain insights into the factors that drive the 

emergence and distribution of shared clonotypes. 

To analyze BCR sequence data and assess the relationship between DoC and similarity to germline 

sequences, we randomly sampled 1000 sequences per DoC and employed the Change-O R package 

for the germline-similarity calculations 49. This package allowed us to calculate the percentage of 

sequence identity to germline sequences, mutation frequency, and synonymous and non-synonymous 

mutations in the CDR regions. We then visualized the results using box plots. 

As demonstrated by Figure 3-3, our analysis revealed no significant, positive or negative, relationship 

between the increase in DoC and higher similarity to germline sequences among convergent clusters. 

This finding was consistent across all calculated metrics, including sequence identity to germline 

sequences, mutation frequency, and synonymous and non-synonymous mutations in the CDR regions. 
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Figure 3-3 Box plots illustrating the relationship between degree of commonality (DoC) and germline similarity measures 

in convergent  BCR clusters. The figure displays four separate box plots representing (A) percentage of sequence identity to 

germline sequences, (B) mutation frequency, (C) synonymous mutations in complementarity-determining regions (CDR), and 

(D) non-synonymous mutations in CDR regions. Each box plot shows the distribution of these measures across different 

DoC values, demonstrating no significant positive or negative correlation between increased DoC and higher similarity to 

germline sequences among convergent clusters. The horizontal line inside each box represents the median value, while the 

box boundaries indicate the first and third quartiles. Whiskers extend to the minimum and maximum data points within 1.5 

times the interquartile range. Outliers are represented as individual points beyond the whiskers. 

The absence of a significant relationship between DoC and similarity to germline sequences suggests 

that other factors may be driving the emergence and distribution of shared clonotypes. One potential 

explanation for the lack of a significant relationship between DoC and similarity to germline 

sequences could be the influence of convergent recombination, where distinct recombination events 
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generate similar or identical BCR sequences206. This process may result in shared clonotypes with 

high DoC values but are not necessarily more similar to germline sequences. 

Moreover, the role of immune memory in shaping the repertoire of shared B-cell clonotypes should 

also be considered. Memory cells generated during past immune responses can persist in the body for 

long periods, providing rapid and robust responses to re-exposure to the same pathogen. Investigating 

the presence and distribution of shared B-cell clonotypes in memory and naïve cell populations could 

provide valuable insights into the influence of immune memory on the relationship between DoC and 

similarity to germline sequences. Moreover, it was recently suggested that processes underlying 

immune memory formation might favour generating multiple sets of memory B cells, with varying 

levels of specificity, to strike a balance between diversity and specificity, consequently providing 

immune competency against future or related pathogenic strains207.  

Following the lack of relationship between DoC and sequence similarity to germline sequences (see 

Figure 3-3), we progressed to EDA for identifying possible patterns in the data. The most basic first 

step in the EDA of novel data used in predictive tasks is the analysis of label distribution; as such, we 

started with modelling the distribution of the total frequency of DoC. As Figure 3-4 depicts, this is an 

extremely imbalanced probability mass function (PMF), sharply decaying with the increase in DoC 

values, likely due to the enormous theoretical space of immunoglobulins. Despite the enormity of this 

theoretical space, we still observe all possible DoC values, including fully-public Convergent 

Clusters, which could be due to the underlying generative processes’ biases, e.g. gene recombination 

biases. Additionally, observing a distribution closely related to fractal structure in the underlying 

system may suggest complex underlying immunological processes relating to concepts described in 

the Blind Mapmaker theory governing clonotype convergence.  
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Figure 3-4 PMF of degree of commonality. The PMF of the DoCs plotted with a logarithmic Y-axis almost follows a 

straight line. 

 

To further inspect this long-tailed distribution, we calculated and evaluated the fitness of five long-

tailed distributions, based on various evaluation criteria, using the Powerlaw Python library208. First, 

the best minimum 𝑥 value (DoC 1 to 8) for the fit was found using the Kolmogorov-Smirnov test, 

summarised in Table 3-2. Given 𝑥 = 1 shows the best fit, the models were tested against each other 

using the Kolmogorov-Smirnov, all with min(𝑥) = 1, as summarised in Table 3-3.  
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Table 3-2 Log-likelihood of the top-5 heavy-tailed distribution models of the DoC distribution. 5 models which describe 

the distribution of the DoC classes were tested with every DoC as the initial point of the distribution. The log-likelihood 

values for the resulting distributions, given the initial point are recorded here, where the larger values indicate better 

goodness-of-fit. 

 

 

 

Table 3-3 Kolmogorov–Smirnov test of the top-5 heavy-tailed distribution models against each other. Top-5 performant 

models which describe the distribution of the DoC classes were tested against each other by the Kolmogorov–Smirnov test, 

where the smaller values indicate better goodness-of-fit. This results indicate that the log-normal, truncated power-law and 

stretched exponential perform better than the other two models. 

 

Based on Table 3-3, the three best-fit distributions are, in descending order: Lognormal, Truncated 

Power-law and Stretched Exponential distributions. Although the Kolmogorov-Smirnov test is a gold-

standard for evaluating the goodness-of-fit208, in the absence of a large sample-size, as is the case 

here, one needs to evaluate the goodness-of-fit graphically and investigate the extrapolation of the 
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theoretical distributions given the approximated parameters. This is demonstrated in Figure 3-5 and 

Figure 3-6. Figure 3-5 shows that the lognormal unexpectedly predicts a larger point-probability 

value for 𝑥8, and this overfitting may be a contributing factor to its better performance compared to 

the other two model. Furthermore, the approximated model was extrapolated to larger values to check 

for infinite or undefined boundaries. The empirical distributions were also extrapolated using the 

generic power-law model, with the approximated parameters calculated by the Powerlaw library. The 

extrapolated distributions were plotted up to 𝑥500 and were truncated if, at any value of 𝑥, they were 

undefined. Despite the log-normal distribution scoring higher than other models based on the 

empirical data, as shown in Figure 3-6, it is undefined beyond the boundaries of the empirical data, 

i.e. beyond 𝑥8.  

 

Figure 3-5 Pobability mass funtion of the empirical and top-3 heavy-tailed model distributions. The distribution of the top-

3 models of the class distribution, given the best initial points, were calculated and plotted against the empirical ditribution 

of the classes. The log-normal distribution displays the closest relationship, however, seems to overfit as is evident by the 

tail of the distribution giving a very close value to the empirical distribution for the DoC-8. 

 



83 
 

 

Figure 3-6 PMF of the empirical and top-3 heavy-tailed model distributions extrapolated to larger values. To investigate 

the behaviour of the top-3 models of the class distribution, these models’ extrapolated distributions were calculated and 

plotted against the empirical ditribution of the classes, which was also extrapolated using a power-law function. Depite the 

good fit of the log-normal distribution up to the maximum value of the empirical data, this distribution falls to negative 

infinity beyond the empirical observations, which is indicative of its goodness-of-fit, within the empirical boundaris, being 

the product of overfitting. As result, the truncated power-law seems to provide the best fit to the empirical distribution.. 

 

As a result, the second-best model, i.e. truncated power-law, was chosen as the model best describing 

the distribution of DoC across the theoretical population. Given this model, the probability mass 

function (Equation 3-3) for the DoC distribution in the theoretical population was calculated,  

 

 

(3-3) 

 

Where 𝜁 is the Riemann zeta function, 𝑒 is Euler’s constant, 𝛼 and 𝜆 are the shape and exponential 

decay parameters of the truncated power-law respectively and 𝑛 is the number of classes/max-DoC. 



84 
 

The resulting point probabilities for every DoC are shown in Table 3-4. Additionally, the cumulative 

distribution function (CDF) for truncated power-law, simply the point probabilities for all points 

preceding 𝑥 (denoted as 𝑘), is calculated by Equation 3-4.  

 

 

Table 3-4 The PMF of the truncated power-law for all DoCs. 

 

 

 

(3-4) 

 

 

 

To clarify whether the use of machine learning is likely to be justified for this task, a preliminary 

analysis was undertaken to explore whether the degree of commonality is correlated with other 

factors, notably convergent cluster size. In other words, to what extent does the clonotype frequency 

across one or more repertoires offer an insight into the likelihood of its observation in other 

repertoires?  

To investigate whether convergent cluster size is correlated with the degree of commonality, the 

distribution of the top 100 and top 3000 convergent clusters, with the largest average size across 

represented repertoires, over degrees of commonality was analysed. We used a variety of statistical 

distributions, including exponential, Gumbel, logistic, and normal, to fit the data and performed two 

tests: the Kolmogorov-Smirnov test and the Anderson-Darling test, to assess goodness-of-fit. Based 

on the results, we found that the shifted Gumbel distribution best fits the data, as it has the highest 

log-likelihood and the lowest p-values for both tests. This indicates that the shifted Gumbel 
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distribution is a suitable generative model of the distribution of the largest Convergent Clusters across 

DoC. 

As evident in Figures 3-7 and 3-8, the fraction of large (top-k) convergent clusters associated with 

high degrees of commonality is comparatively low while, surprisingly, high across public Clusters 

with low DoC values. The shifted Gumbel distribution is commonly used to model extreme events, 

emphasising the extreme asymmetric decay of Convergent Clusters/clonotypes size as the DoC rises, 

suggesting that the underlying immunological process governing the population-wide Convergent 

Cluster size is more complex than can be accounted for by simple models. One interpretation could be 

that the public Convergent Clusters, at the lower bound of the DoC scale, are likely clonotypes with 

immunoglobulins responding to more common immunogenic epitopes presently pervading the 

population. In contrast, Convergent Clusters of the higher bounds of DoC may represent those 

"attractor clonotypes” hypothesised by the Blind Mapmaker theory, which naturally would not be 

required to exist in large numbers, but be more likely to be converged to as Pareto-optimal solutions. 

In multi-objective optimisation, there is no single global optimum, but rather, a set of optimal 

solutions that balance the objectives in different ways referred to as the Pareto-optimal solutions. 

Further investigation is needed to explore the biological mechanisms underlying the distribution of 

clonotype frequencies and to determine if our findings generalize to other datasets. 
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Figure 3-7 Top-100 mean Convergent cluster Size Distribution Over degrees of Commonality. Top 100 largest convergent 

clusters were selected, and the fractions of these groups w.r.t. DoCs were plotted. This distribution follows the shape of the 

shifted Gumbel distribution (p-value: 7.41x10-9), and evidently, even as we increase the number of largest Convergent 

Clusters included, only the lower-DoC Convergent Clusters are most abundant. In contrast, with increasing DoC, 

Convergent Clusters become more sparse. 
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Figure 3-8 Top-3000 Convergent cluster Size Distribution Over degrees of Commonality. The 3000 largest convergent 

clusters were selected, and the fractions of these groups w.r.t. DoCs were plotted. As with Figure 3-13, the fraction 

distribution follows the shape of the shifted Gumbel distribution (p-value: 6.62x10-9), and evidently, even as we increase the 

number of largest Convergent Clusters included, only the lower-DoC Convergent Clusters are most abundant. In contrast, 

with increasing DoC, Convergent Clusters become more sparse. 

 

A second analysis was performed focusing on fully public clonotypes (i.e. VDJ clonotypes observed 

in all 13 subjects), of which there are 212. These convergent clusters were then ranked based on their 

total size (i.e. summed across all subjects), and two values plotted for each: the median frequency of 

sequences belonging to that group for all subjects; and the minimum frequency within any subject. 

Figure 3-9 shows that most convergent clusters have low median and very low minimum frequencies.  
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Taking these results together, it is clear that high-frequency clones are generally not widely shared, 

and shared clones typically occur at low frequency within most individuals. To the extent that there 

may be some correlation between Convergent Cluster size and DoC, it does not appear to be helpful 

for identifying widely shared clonotypes.   

 

 

Figure 3-9 Minimum and Median values of rank-ordered sum of Convergent cluster Sizes in Fully public Clones. The 

clona-groups of the class DoC-13, i.e. the fully-public class, were ranked in terms of the sum of the convergent cluster size 

across all 13 subjects. The minimum and median convergent cluster sizes per group were then plotted against the convergent 

cluster size mean. This shows that even in the fully-public class most convergent clusters have members (i.e. subject 

representatives) with very small frequencies, therefore, making it impossible to determine how common a clonotype is in a 

population only based on its frequency in a sample.  
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3.3.4 Weighted and Unweighted Multi-Class Models Vs. Multi-Label 

Model 

 

One way of modelling DoC is as a categorical classification task whereby there are multiple classes 

instead of two in the binary classification task. In this case, DoCs can be treated as 

dependent/ordinal/independent classes, depending on the model type and architecture. As a natural 

progression following Binary Classification (Section 3.3.2), Multi-class (one-versus-all) classification 

was used as the first approach, a form of categorical classification whereby classes are typically 

independent of each other. Labels passed into categorical classification models are almost invariably 

one-hot-encoded, simply the binarization of categorical labels into a sparse 1-dimensional vector of 

size n, where n is the number of label categories within the dataset. In the case of DoC one-hot-

encoding, all values in the one-hot-encoded vector are equal to zero, except the index corresponding 

to the DoC value, which would be assigned one, as summarised in Equation 3-1.  

Under the assumption of independence, labels are explicitly one-hot-encoded, usually without 

consideration for the order of the vector indices, and when using TensorFlow, the 

`categorical_crossentropy` loss function is used as the loss function. It is also possible to integer-

encode the labels passed to a TensorFlow categorical classification model. However, these labels 

would be automatically converted to one-hot representations before calculating the 

`sparse_categorical_crossentropy` loss, whereby each integer label is mapped to the corresponding 

index of the one-hot vector to preserve and allow learning of the ordinal relationships. As an example, 

the integer-encoded label vector [1, 2, 3] would be one-hot-encoded to [[1, 0, 0], [0, 1, 0], [0, 0, 1]]. In 

fact, the only difference between TensorFlow’s `categorical_crossentropy` and 

`sparse_categorical_crossentropy` is the execution of this transformation process in the latter’s 

internal workings. It is essential to note that, although binarised labels are passed to our multi-class 

classification models, indices of these one-hot-representations follow the ordinal order of DoC values, 

thus, rendering these models utterly interchangeable with equivalent “pseudo ordinal” classification 

models, for which integer labels are used.  
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However, setting aside the difference in the data structures and transformation of input labels, the two 

TensorFlow loss functions behave identically. This model is effectively identical to a comparable 

ordinal classification model discussed above and, as previously noted, learns the ordinality across the 

classes. A practical feature of multi-class modelling is that the model predictions are a one-

dimensional vector of class probabilities.  

The necessity for binarised representation is a result of the nature of multi-class classification, 

whereby the model is expected to produce as many outputs as there are label categories. Therefore, all 

categorical models’ output layers contain as many neurons as the number of classes, each producing a 

numerical value for their represented class, namely a logit. Another distinguishing element of multi-

class modelling with respect to non-probabilistic models, e.g. ordinary regression models, is the 

SoftMax normalisation of (see Equation 3-5) of the logits into a dense vector of discrete prediction-

probability distribution over the classes before calculation of the Cross-Entropy loss (as seen in 

section 3.3.2). In other words, the model outputs a vector of probabilities where each probability is the 

model’s confidence about which class the input belongs to, given the training data and model 

parameters. Therefore it is crucial to note that this is not the ground-truth probability distribution over 

the number of individuals who potentially share an antibody. The class with the higher probability in 

the output vector is naturally chosen as the model’s prediction:  

 

 

(3-5) 

 

where 𝑒 is the Euler’s constant, 𝐶 is the number of classes, 𝑙𝑖 is the label vector and 𝑙𝑗 is the prediction 

vector. 

Unlike the binary classification model, the Categorical Cross-Entropy loss function calculates the 

model’s error by calculating the distance between the one-hot-encoded label vector and the output 

vector. Since the one-hot-encoded label vector is all zeros, except for the index which corresponds to 
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the input’s class, and given SoftMax (see Equation 3-5) and cross entropy (see Equation 3-4), the 

distance/error calculated by SoftMax-cross-entropy is simply the negative log of the SoftMax applied 

to the prediction for the ground-truth class summed over the mini-batch 

 

 

(3-6) 

 

 

where 𝐶 is the vector of indices for classes. 

Such a probabilistic model provides a clear advantage by providing the means of examining model 

calibration, a feature generally crucial for biological/clinical predictive tasks but in particular to a task 

such as ours where labels suffer from asymmetric noise and have ordinal relationships. Consider the 

hypothetical data instance with DoC equal to 5 (out of possible DoC range of 1 to 10), for which two 

hypothetical models, A and B, predict the probability vectors [0.025, 0.025, 0.025, 0.05, 0.585, 0.1, 

0.075, 0.065, 0.05] and [0.0, 0.0, 0.025, 0.05, 0.955, 0.05, 0.0075, 0.0025, 0.0] with 0.536 and 0.132 

Cross-Entropy error values respectively. Despite correct predictions by both models, at first glance 

and judging by model error alone, model B strongly outperforms model A, but is model B’s high 

confidence level warranted? Depending on the data instance, the answer is likely to be no in most 

cases because of several different ways this data could have been mislabelled due to asymmetric noise 

inherent to the generative processes giving rise to this data. Some of these underlying processes cause 

the class imbalance we observe in this data, which demands a joint model confidence calibration to 

account for label noise and class imbalance. Therefore, for an accurate model to be generalisable, it 

should not be too confident about its predictions in most cases, in addition to assigning relatively high 

probabilities to adjacent DoCs. In addition to providing granular predictions suited to this problem, 

model calibration is more straightforward in classification tasks, resulting in a rich literature on 

classification model calibration compared to approaches such as regression. As a result, multi-class 
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classification serves as a suitable approach, at least as a first approach, for examining model 

behaviour, before moving on to more granular regression modelling. 

The variations of classification modelling we have addressed so far have suffered from different 

pitfalls. Though reasonably successful, Binary Classification fails to capture the granularity of that 

ordinal nature. Conversely, multi-class modelling produces granular predictions but does not have 

explicit assumptions about data ordinality. Moreover, one could argue that treating DoC prediction as 

a classification might introduce a type of label correlation, whereby instances with DoC values higher 

than one would be members of every class in the range [1, 𝑛], where 𝑛 is the groud-truth DoC. Under 

this assumption, DoC classes should not be treated as independent, which calls for multi-label 

classification modelling as one possible way, which also provides an alternative approach for 

capturing the ordinality in DoC. Given the ordinal nature of the classes, for an example sequence with 

DoC 5, a typical label for a multi-label model would be a one-hot vector where indices 1 to 5 are set 

to one and all other indices are set to zero. However, it was decided to set the index corresponding to 

the private class zero for all public classes (see Table 3-5) for two reasons. Firstly, this provides a 

hard separation between the public and private classes. Secondly, it prevents the massive majority size 

of the private class from causing biased predictions and model laziness, as with such overtly 

imbalanced data, deep neural networks almost invariably resort to memorising the majority class’ 

features while successfully achieving low error rates.  

 

 

Table 3-5 Multi-label model’s labels. Each row here represents the label vector of the corresponding DoC. 
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Besides the unique labels, the multi-label model is identical to the multi-label model, including the 

number of output neurons, except in applying Sigmoid normalisation (instead of SofMax) to the 

output logits before calculating the Cross-Entropy loss. As a result, each probability is [0, 1] bound as 

opposed to the multi-class case, where probabilities sum up to one across the whole output vector.  

A bespoke neural network architecture was developed for use in this section, namely the SE-TCN, 

which is also used in some of the subsequent sections for evaluating the different modelling 

approaches fairly and consistently. Although recurrent neural networks are typically the preferred 

choice for sequential data, to avoid the potential vanishing-exploding gradient problem and slow 

training due to the sequential nature of their forward-pass, TCN were adopted as the baseline 

architecture. The defining characteristic of TCN is the dilated nature of convolution operations, 

whereby each convolution kernel can skip a specified number of features between every convolution 

operation, as demonstrated in Figure 3-10. The TCN block of the architecture is particularly inspired 

by the WaveNet architecture209, though different in parts. For instance, “same” padding was used, 

which makes the convolution operations bidirectional, instead of the unidirectional operations in 

WaveNet209, which uses causal padding. 

Additionally, kernel strides equal to one were used for the convolution operations instead of two. 

Inspiration was taken from squeeze-and-excitation (SE) residual networks210, an SE block was added 

downstream of the TCN block, and residual/skip connections were used. The SE block effectively 

acts as a representation learning module, or an embedding, whereby the model learns the abstract 

features shaping the data manifold. This is achieved by reducing the dimensionality of the data and 

then projecting back to the original dimensions, which allows the model to learn the most important 

features of the data by exploiting the features which allow the model to compress and decompress the 

data most effectively. A Sigmoid function is applied to the de-compressed tensor to effectively turn 

off the neurons with less important features and turn on the neurons with important features in a 

binary manner. This tensor then multiples the output of the TCN block (the input to the SE block) to 

only preserve the useful features from the convolution operation. To prevent the vanishing gradient 
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problem, as a consequence of the depth of the network, a residual/skip connection was added, which 

is simply a convolution operation with kernel size and stride of one, to the output of SE block by 

tensor addition. These connections allow preservation of gradient by allowing their direct flow 

through the network rather than passing through non-linear activation functions. Batch normalisation 

was used after all convolution layers, this being a regularisation technique that is used for making the 

learning process faster and more stable. Additionally, heavy dropout regularisation was used wherever 

possible to prevent overfitting of the model. This technique helps by eliminating neurons randomly 

and ipso facto preventing over-reliance on certain features and memorisation by the model. More 

detailed hyper-parameter and model specifications are shown in Figure 3-11. 

 

Figure 3-10 Schematic representation of the temporal convolutional block. In this given example, only the connections of 

one output neuron (the one pointed to by the arrows) are traced all the way back to the input features to demonstrate the 

functionality of dilated convolution and the extent of its receptive fields. Each temporal convolution layer is given a fixed 

kernel size (3 in this example), but varying dilation factors, unlike the common residual blocks with standard convolution 

layers. This results in “patchy” receptive fields covering a wider span of input features from the previous layer, while only 

connecting to the same number of neurons defined by the kernel size. In other words, each neuron in the hidden layers with a 

dilation factor greater than one skips a number of features equal to the value of the dilation factor, forming a sparse 

connectivity with the previous layer’s neurons, or input features (in the case of the 1st hidden layer). For instance, tracing 

back the connections of the example output neuron, we can see that it is connected to three neurons from the final hidden 

layer, as specified by the kernel size, but, seven neurons are skipped between each of those three neurons, specified by the 

dilation factor 8. Tracing back further, we’ll notice that the number of neurons skipped is equal to the dilation factor minus 

one. Consequently, as the data passes through the block, features with increasing distances from each other are processed, 

resulting in a large coverage of the original input features. 
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Figure 3-11 The overview of the SE-TCN model. 
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The SE-TCN architecture was used within the multi-class and multi-label modelling paradigms. 

Additionally, an imbalance-aware version of the multi-class model was also implemented, which 

weights the error calculation by the ratio of label frequency to the total data.  

As seen in Figure 3-12, The multi-class approach significantly outperformed the multi-label approach 

in terms of the AUC metric. Notably, but unsurprisingly given the extreme imbalance in the DoC 

sizes, the imbalance-aware multi-class model outperforms the other two models by a large margin. 

Furthermore, the weighted multi-class model has a much faster convergence time than the unweighted 

multi-class model, which is likely to be due to a smoother error landscape. 

 

 

 

Figure 3-12 AUC value of the validation sets of the unweighted multi-label, weighted and unweighted categorical models. 

Here we evaluate the performance of the unweighted multi-label model (blue line), weighted categorical model (green line) 
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and unweighted categorical model (red line) models. Though the unweighted multi-label model performs closely to the 

unweighted categorical model, the weighted categorical model by far and away outperforms both of the other two models. 

Whereas the performances of the weighted and unweighted multi-class models are consistent in terms 

of loss, the loss value of the multi-label model is much lower and unchanging, as shown in Figure 3-

13. The CMs in Figure 3-14 help to explain this behaviour by showing how the multi-label model 

over-predicts the lower DoC labels at the expense of most other DoCs, which is attributable to the 

large imbalance in favour of the lower DoC classes and the model being unweighted. Whilst this is 

also the case for the unweighted multi-class model, due to the uni-directional inter-dependence of the 

labels in the multi-label model, provided the model can differentiate the lower DoCs reasonably well, 

it can afford to predict indiscriminately the probabilities of higher than 0.5 for all lower DoC output 

neurons even when the ground-truth is a high DoC, and still achieve a low loss value. 

 

 

Figure 3-13 Cross-entropy loss of the validation sets of the unweighted multi-label, weighted and unweighted categorical 

models. Here we evaluate the performance of the unweighted multi-label model (blue line), weighted categorical models 

(green line) and unweighted categorical models (red line) models by their respective cross entropy loss values. Though the 

unweighted multi-label model Shows the smallest loss value, it should be noted that a multi-label model has a different scale 
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of cross entropy loss and therefore is not directly comparable. The weighted categorical model here also outperforms the 

unweighted categorical model. 

 

Figure 3-14 Multi-label test-set confusion matrices. Here every block represents a binary confusion matrix per DoC, where 

zero corresponds to the absence of the input in the DoC class and one corresponds to the presence of the input in the DoC 

class. We see that the model is underperforming for all classes except for the first two classes, clarifying that the multi-label 

model is ot performing well at all, its AUC and loss performance can be attributed to only the majority classes, and that, a 

confusion matrix much more clearly summarises model performance over our class-imbalanced data. Mathews Correlation 

Coefficients: label-0=0.62, label-1=0.62, label-2=0.55, label-3=0.4, label-4=0.5, label-5=0.49, label-6=0.34, label-

7=0.05. 

In fact, by taking a closer look at the confusion matrices of the two multi-class models, we can see 

that the unweighted model is extremely overconfident about the private class at the expense of other 

classes, in particular DoC2, which is itself informative. The biased false-positive of DoC1 at the 

expense of DoC2, compared to other classes, shows that the model is learning the ordinal nature of the 

data, despite its large uncertainty about DoC1 versus DoC2, which results in a relatively bad 

performance overall. This is further supported by the approximate diagonal of the CM in Figure 3-15, 

which indicates that misclassifications rarely fall far from the ground truth, although ordinality is not 

explicitly represented in the labels of the multi-class models. When interpreting the confusion 

matrices, it is crucial to note that the values printed on each cell are simply the fraction of the 

instances predicted as the class corresponding to the cell (the column), out of all possible classes, for 

every ground truth DoC (the rows). In other words, the values in each row add up to one. For 

example, the first row of the confusion matrix in Figure 3-15 shows that the model classified 
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approximately 93%, 5%, 1.2%, 0.21%, 0.04%, 0.02%, 0.007%, 0.003% of all test-set instances of 

private antibodies as DoC classes 1 to 13 respectively.  

 

 

Figure 3-15 Unweighted multi-class model’s confusion matrix results of the test set. In a multi-class confusion matrix, the 

top-left-bottom-right diagonal is informative of how the model performs, i.e. the higher the concentration of predictions on 

that diagonal the better the performance of the model. This model, depite of some deviation from the diagonal, still 

demonstrates a good performance with the ability to learn the ordinal relationship among the classes, as the majority of 

misclassifications fall close to the diagonal. 

 

Unsurprisingly, the CM (Figure 3-16) of the weighted multi-class model is significantly better than 

those of the other models. Figure 3-16 shows that the model can still implicitly learn ordinality across 

classes, as the model’s errors are densely concentrated around the ground-truth. In addition to having 

a clearer diagonal, the performance for DoC2 is significantly better, although there remains a large 

uncertainty between the DoC1 and DoC2. It is worth noting that DoC1, the largest class, is likely to 

contain many misleadingly-labelled examples owing to the small cohort size. Furthermore, the 

performance improves towards larger DoCs, which is potentially more useful for practical 

applications.  
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Figure 3-16 Weighted multi-class model’s confusion matrix results of the test set. The superiority of the weighted model 

over other models is clearly demonstrated here, as the model demonstrates a clear diagonal as well as misclassifications  

always falling very closely to the diagonal. 

 

3.3.5 SE-TCN with Label-Smoothing Regularisation 

 

Typically, “hard labels”, e.g. binarised one-hot-encoded labels, used in conjunction with common loss 

functions such as Cross-Entropy, help ML models learn effective decision boundaries within the 

latent space that maximise class margins, which in theory, should result in a generalisable model. 

However, recent research has demonstrated that this may not be the case when dealing with datasets 

with noisy labels, and that hard labels may, in fact, harm model performance and generalisability 

211,212. Subsequently, they demonstrate that smoothing labels can rescue model generalisability by 

acting as a form of regularisation for label noise 211,212. In theory, Label-smoothing relaxes the 

margins of decision boundaries by softening the error penalisation for ambiguous/noisy examples, 

enabling the model to learn a manifold of the feature space with larger class margins than that of a 

manifold learnt from training on hard labels. Additionally, this should help with model calibration by 

softening the difference in predicted class probabilities when working with noisy labels. As stated in 

section 3.3.4, model calibration refers to coherence between the average probability outputs of the 

model for the ground-truth classes and the accuracy of the model 211,212. As previously noted, when 

modelling this research problem as a classification task, neither label purity nor an axiomatic 
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knowledge of label dependence/independence can be expected, which provided a secondary line of 

reasoning in favour of label smoothing. Nonetheless, the incorporation of label smoothing, compared 

to other regularisation techniques, requires a careful and domain-specific examination of the data, 

highlighting the importance of the results in previous subsections. In particular, the results in 

subsection 3.3.5 are incorporated into a specific form of label smoothing. 

In previous work, implementation of label-smoothing is done by using vectors of “soft labels” instead 

of one-hot-encodings211,212: 

 

 

 

(3-7) 

 

 

 

Where 𝑦ℎ𝑜𝑡 is the one-hot-encoded vector, 𝛼 is the smoothing constant, and 𝐾 is the number of 

classes. This equation uniformly assigns the 
𝛼

𝑘
 “smoothing factor” to all candidate labels and subtracts 

𝛼 from the ground-truth label, so the vector still sums to one. While effective for dealing with labels 

with symmetric noise, uniform smoothing ignores the nature of the noise specific to our 

immunological data observed in sections 3.3.2 and 3.3.5. In this dataset, label noise is highly 

directional and asymmetric, i.e. far more instances currently labelled with the lower-end of DoC 

values are highly likely to have underestimated DoC values than the other way around. Moreover, 

once a sequence is observed in 𝑛 individuals in our datasets, obviously, it is guaranteed to have a DoC 

value no lower than what it is currently assigned. 

Since our labels have an ordinal relationship and given the truncated power-law distribution of these 

labels, label smoothing informed by the CDF of the truncated power-law was undertaken, i.e. the 

value of 𝛼 was dynamically and differentially decided by the cumulative point-probability of each 

DoC. This is calculated by: 
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(3-8) 

 

 

 

where 𝑘 is the label index corresponding to the DoCs in the same order. Note that since the values of 

the input vector for SoftMax must add up to one, the smoothing parameter for 𝐷𝑜𝐶8, where the 

ground-truth label is anything other than 𝐷𝑜𝐶8, is the integral of the area under the curve of the 

𝐶𝐷𝐹𝐷𝑜𝐶=8. Whilst this accounts for mislabelling, due to cohort size, the smoothing factors become 

vanishingly small to make a difference. Hence, we extended this protocol to incorporate the standard 

label smoothing technique by introducing an uncertainty constant 𝐶, which is a relatively large 

uncertainty constant uniformly applied to all labels of larger DoCs than the ground-truth label 

 

 

 

 

(3-9) 

 

 

 

 

With the value for 𝐶 is chosen as 0.1. Given this formula, the smoothed label vector for every DoC is 

summarised in Table 3-6. Despite the sound basis, label smoothing proved detrimental to model 

performance as shown in Figures 3-17 and 3-18. The asymmetrical nature of the smoothing – the 

central feature which in theory should have helped counter the issues arising from the asymmetrical 

class imbalance - could force the model to be less confident about the instances of lower DoC, i.e. the 

vast majority of the data. While this might be a desirable behaviour, as Figure 3-18 shows, it also 
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results in misclassifying a greater portion of the majority classes’ instances (see Figure 3-16 for 

comparison), which disproportionally increases the model’s error. Nonetheless, Figure 3-18 shows 

that the error rate for higher DoC classes is also relatively high, leading to the conclusion that label-

smoothing is not appropriate technique for this task. 

 

 

 

Table 3-6 Smooth labels. Each row here represents the smooth-label vector of the corresponding DoC. 
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Figure 3-17 Hard-label vs. smooth-label weighted multi-class model validation AUC. The AUC value for the weighted 

multi-class model with and without label-smoothing (blue and red lines respectively). As shown, the label-smoothing 

technique does not help the model at all. 

 

 

Figure 3-18 Smooth-label model validation confusion matrix. In further support of Figure 3-17, this confusion matrix 

shows that the label-smoothing technique does not help the weighted multi-class model when compared to Figure 3-16. 
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3.3.6 Ordinal Classification with Weighted Phi Loss Function 

 

The results from the previous chapter (see Figures 3-17 and 3-18) demonstrated that using label-

smoothing proved detrimental to model performance, likely due to the significant class imbalance. 

Moreover, all classification approaches used so far do not explicitly model the ordinality of the 

problem, albeit they demonstrate an implicit learning of the ordinal relationships through the results 

shown by the confusion matrices. Since the discussed challenges of this dataset, namely the severely 

noisy and imbalanced labels, are not independent of the ordinal nature, we set out to develop a model 

that jointly addresses these issues.  

While the multi-class error weighting regime used in subsection 3.3.4 worked quite well, it was not 

specific enough to the domain-specific nature of the labels. To further align the error weighting with 

the class imbalance, a novel loss function was invented to address the problems with noisy labels and 

class imbalance, and notably, to model this problem as an explicit ordinal classification task.  

First, we took inspiration from the well-established focal loss successfully applied to object detection 

tasks, where high cross entropy error is calculated even when the model correctly predicts labels, 

pushing the model towards maximising the probability predictions for the ground truth labels and, as a 

result, overconfidence205. Secondly, we took inspiration from the weighted kappa loss, whereby in the 

case of ordinal regression tasks, a quadratic weighting is applied to the calculated error for 

misclassifications depending on how far they are from the ground truth label213. Here, we designed a 

loss function, which unlike those above, weakly penalises the probability predictions marginally 

below or above a defined threshold whilst applying a polynomial spline function to predicted 

probabilities, but with a large bias towards predicted probabilities lower DoC indices in the label 

vector. Together, this would penalise the model if it predicts high probabilities for classes of lower 

DoC than the ground truth label, especially when the sample is misclassified, whilst being more 

forgiving towards higher DoC classes, especially when the label is correctly classified. Again, we 

maintained all experimental conditions, e.g. the neural architecture and parameters, identical. 
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The design of this loss function was inspired by the successful focal loss used for object detection205 

and the weighted kappa loss function designed for multi-class ordinal regression tasks213. Focal loss 

introduces a term to SoftMax-cross-entropy to reduce the penalty calculated by cross entropy for well-

classified examples, as cross entropy tries to maximise the probability output for the ground-truth 

label to 100%, which is the basis of the mode-overconfidence. Therefore, focal loss diverts the focus 

of the model from well-classified examples to the misclassified and less confident predictions, i.e. the 

ones with marginally higher output probabilities than the output for incorrect labels: 

 

(3-10) 

 

Where −(1 − 𝑝𝑡)
𝛾 is the term added to standard cross entropy to create the focal loss, and 𝛾 is the 

focusing parameter. It is also possible to add class weights to this equation to address the imbalance: 

 

(3-11) 

 

 

 

Where 𝛼 is the class-weight. The weighted kappa loss introduces an ordinal weighting parameter 𝜔, 

which can also be raised to any power (e.g. quadratic) and multiplies the probability and label vectors 

by this parameter: 

 

(3-12) 
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where 𝑂 is the prediction vector, and 𝐸 is the label vector. Hence, the loss function which can be 

minimised, is defined as: 

 

 

(3-13) 

 

 

where 𝜅 is the weighted kappa function. The Phi loss function modifies aspects of the two loss 

functions to improve the penalisation strategy for noisy long-tailed label distributions, which suffer 

from decaying asymmetric noise: 

 

 

(3-14) 

 

 

 

where Ψ is a polynomial weighting spline function, 𝛼 the standard class-weighting based on the class-

size proportion and 𝛾 the focus parameter. Note that Ψ is a well-defined and continuous bespoke 

spline designed as: 

 

 

(3-15) 

 

where 𝑎, ℎ, 𝑤 and 𝑧 are scaling constants tuned as neural network hyperparameters. The Phi loss in 

combination with the Psi weighting parameter heavily penalises mispredictions where a DoC lower 

than the ground-truth label is predicted, whilst being more lenient on mispredictions of higher DoC 
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than the ground-truth and ignoring predicted probabilities of lower DoC classes if the prediction 

matches the ground-truth.  

Despite being sound in theory and practice, the model with the Phi loss function failed to outperform 

the model with the SoftMax-cross-entropy (i.e. the weighted multi-class model) in terms of AUC, as 

shown in Figure 3-19. Nonetheless, the Phi loss function still performed quite well and managed to 

learn the ordinal nature of the labels (see figures 3-19 to 3-21).  

Given the extreme class imbalance in favour of the private class, the AUC results sometimes can 

sometimes be misleading. To that end, the AUC was calculated for the public classes only, but again 

the model with SoftMax-cross-entropy outperformed that with the Phi loss function (see Figure 3-20). 

The CM in Figure 3-21 also supports the observation that the model with SoftMax-cross-entropy 

learned the ordinal relationship among the classes better and with less uncertainty. 

 

 

Figure 3-19 Weighted SoftMax-cross-entropy vs. weighted-phi loss multi-class validation AUC. Comparison of the 

previously used weighted multi-class model with and without the weighted-phi loss function over the entire validation data. 



109 
 

Though the model with the phi loss function performs well, it still does not perform as well as the model with cross entropy 

loss function. 

 

 

Figure 3-20 Weighted SoftMax-cross-entropy vs. weighted-phi loss multi-class validation AUC. Comparison of the 

previously used weighted multi-class model with and without the weighted-phi loss function over the public classes of the 

validation data. Though the model with the phi loss function performs well, it still does not perform as well as the model with 

cross entropy loss function. 
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Figure 3-21 Multi-class model with weighted-phi loss confusion matrix. As with the previous figures when we compare 

this figure with Figure 3-16, we can see  that this model performs really well, both in terms of the diagonal and close-to-

diagonal misclassifications, it still does not perform quite as well as the model with the Cross Entropy loss function.  

3.3.7 Informed Undersampling and Leak-Free Splitting 

 

Training of a neural network with 100s of millions of sequences imposes a huge cost on the time-

complexity of the model, and the usage of all this data, in the case of the prediction of DoC, is 

unjustified. This is because over 99% of the data comes from the first three DoCs, which causes a 

quick convergence of ML models down deep local minima where models favour overprediction of 

lower DoCs at the cost of other classes. Taken together, these issues called for measures to be taken to 

tackle the imbalance problem. Whilst there are well-established techniques to tackle the problem with 

ordinary imbalanced data214, when considering biological data such considerations call for case-by-

case, bespoke techniques69,215–217. To this end, an undersampling approach was devised by drawing a 

random uniform distribution over convergent clusters to ensure equal representation, which allows the 

preservation of as much variability of majority classes as possible. Additionally, the minimum 

subsample size was tuned by minimising the Kullback-Leibler (KL) divergence of the sumrep 

summary statistics distributions of the subsample and the full dataset supported by Table 3-7. 

Kullback-Leibler divergence quantifies the information loss when one distribution approximates 

another. Minimising this divergence ensures the subsampled data retains essential characteristics of 

the original data, thereby providing a robust representation. It is a measure of how one probability 
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distribution diverges from a second, expected probability distribution. This fine-tuning allowed the 

maximum class size of 2,230,147 sequences, which is the size of the DoC4 class, and was shown to 

capture the variability of the population sample. To elaborate further, we undersampled DoC1-3 classes 

by sampling 1 sequence from 2,230,147 randomly-sampled convergent clusters for each class without 

replacement if the total number convergent clusters for the class exceeded 2,230,147, and with 

replacement if it did not. As seen in Figure 3-22, by using this approach a large total, and per-class, 

sequence size was maintained after undersampling whilst significantly reducing the data imbalance to 

an acceptable ratio. Furthermore, the variability of the data in terms of the breadth of convergent 

clusters representation is retained. The undersampling protocol is summarised in Algorithm 2. 

 

 

Algorithm 1 The undersampling algorithm. 
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Figure 3-22 Data statistics before and after undersampling. The cummulatice frequencies of sequence and convergent 

clusters of all DoCs are plotted with a logarithmic Y-axis, where the classes are stacked in the increasing order of size for 

better visualisation, as given the class-imbalance in our data several classes would be too small to be visible. As can be seen 

here sequences ans convergent clusters are retained in the smaller minority classes. While the relatively larger minority 
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classes are aggressively undersampled in terms of their sequences, they still maintain high number of sequences and a very 

large proportions of their convergent clusters compared to before undersampling. 

 

Another fundamental issue that needed to be addressed is the potential leakage of data from the same 

convergent clusters from training set to validation and test sets. Despite removing duplicate 

sequences, all non-redundant sequences from the same convergent cluster were retained. The logic 

behind this decision is that, although these sequences represent a single convergent cluster/sample, 

they arguably represent the variance within a given convergent cluster and in effect act as a proxy for 

data augmentation. Retaining such “organic data-augmentation” represented a useful opportunity, as 

data augmentation is a well-established technique for improving the performance of deep neural 

networks218,219, particularly with respect to the avoidance of overfitting, notably when there is 

insufficient data and/or class-imbalances220,221. The standard approach for splitting data into train, 

validation and test sets is by random sampling. Data augmentation is usually a synthetic process that 

is carried out on-the-fly during the training-validation process and applied after the data-splitting. 

Instead, in the present case, a single convergent cluster is considered a single sample with all its 

constituent sequences considered “organic data-augmentations” of a theoretical consensus sample. 

Given that all of these sequences exist in the dataset prior to splitting, if the data is split following the 

standard protocol, many “data-augmented versions” of the same sample are liable to end up in 

different splits. To avoid this, a protocol was devised that combines a “leak-free data-splitting” 

algorithm with 10-fold cross-validation (CV), as summarised in Algorithm 3-3. In summary, this 

protocol splits the undersampled data into 10 splits of approximately equal size (with respect to the 

number of sequences), where each split contains all the sequences belonging to every convergent 

cluster contained within that split. Following a 80%:10%:10% train-validation-test split strategy and 

10-fold CV, for every fold a unique set of 8, 1 and 1 splits are chosen for train, validation and train 

sets respectively. The leak-free data-splitting and 10-fold CV strategy is summarised in Figure 3-23. 
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Algorithm 2 Leak-free Splitting. 

 

 

Figure 3-23 Leak-free cross-validation cross-fold splitting of the data. To prevent the leakage of data across training, 

validation and test sets, we devised a leak-free strategy to prevent the leakage whilst creating 10 cross-folds for cross-

validation. Each of the 10 splits receives a fair sample from each DoC label, but importantly, all sequences from the same 

convergent cluster is selected for the same fold. 
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To evaluate the impact of introducing the highly principled leak-free data splitting strategy discussed 

in section 3.3.3, the best weighted multi-class SE-TCN model was retrained with the leak-free cross 

validation strategy. As anticipated, there was a significant reduction in performance. This is supported 

by the validation data results in Figures 3-24, 3-25 and 3-26, as the AUC and public-AUC values 

show a good performance, with a weighted top-3 accuracy of 78%. Additionally, comparing the CM 

in Figure 3-16 with that of the same model with leaky cross-validation in Figure 3-27 provides further 

clear evidence for the reduction of the model performance. Nevertheless, Figure 3-27 demonstrates 

that the model has learned the ordinal relationship among the classes, with most of the 

misclassifications of the higher DoC classes assigned to neighbouring classes. However, the model 

also appears to be susceptible to the underlying class imbalance, as there is a distinct tendency 

towards underestimation of the DoCs, as evident in the skew towards below diagonal squares in the 

CM (Figure 3-27). 

 

 

 

Figure 3-24 Weighted multi-class post-leak-free cross-fold splitting AUC performance. Here, the Y-axis is the AUC and X-

axis is the steps of the model training. Although the performance of the best weighted multi-class model with cross entropy 
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loss expectedly drops after the leak-free data splitting, when compared to Figure 3-16. However, it still achieves reasonably 

high AUC performance, indicative of existence of signals that can be learnt from the genomic features of the data. 

 

Figure 3-25 Weighted multi-class post-leak-free cross-fold splitting public-AUC performance. Here, the Y-axis is the AUC 

and X-axis is the steps of the model training. Similarly to Figure 3-26, the weighted multi-class model still achieves a 

reasonably high AUC performance after leak-free data-splitting even specifically for the public classes. 
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Figure 3-26 Weighted multi-class post-leak-free cross-fold splitting top-3 accuracy performance weighted by class size. 

Here, the Y-axis is the modell top-3 accuracy and X-axis is the steps of the model training. Top-3 accuracy in a multi-class 

model is calculated by the percentage of the times the ground truth label is among the top-3 model predictions, in terms of 

the probability, for each label. In line with the precious two figures, this metric also diplays that the model is performing 

moderately well. 

 

 

Figure 3-27 Best class-weighted multi-class SE-TCN model post-leak-free processing. By looking at the diagonal in this 

confusion matrix it is clear that the fall in model’s performance for the most part can be attributed to the public classes, 

while the performance for the private class remains stable. This is an intriguing observation, as at least for classes with the 

lower DoCs The amount of data is comparable to the data from the private class, yet the performance is dramatically 
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lowered in comparison. This difference in performance could be the result of greater relative variability in the private-class 

data, in every split, in comparison to the public classes, as there is only a single representative sample from each convergent 

cluster for the private class, whereas there are multiple representatives per convergent cluster for the public classes.  

 

3.3.8 High-Performant Sumrep Implementation 

 

As shown in Chapter 2, many features can be calculated from antibody sequence data using Sumrep 

that can be used to summarise statistically and to compare antibody repertoires. Such features can also 

play an important part in the application of machine learning to the analysis of immune repertoires. 

Sumrep features were used both for informed data processing upstream of the machine learning 

applications and as features for predicting DoC values.  

Although Sumrep was designed to handle repertoire sequencing data of “standard” size, it was not 

designed to handle the ultra-large sequencing data used in this study. To calculate a subset of Sumrep 

features for these datasets, a smaller HPC version was implemented based on the Apache Spark 

computing platform. 

With a few exceptions, the calculated features were derived from tables of amino acids and their 

associated values corresponding to their respective features, which were determined empirically 

across multiple studies and compiled in Biopython222 and the Expasy server (ProtScale tools)223. The 

calculation of these features was carried out over a sliding window of 5 residues of stride 1. Features 

calculated for full-length sequences include1: percentage of buried and accessible residues224, average 

polypeptide-area buried225, relative mutability of each amino acid (with Alanine=100 as a 

reference)226,  and a protein instability index (values above 40 indicate short half-life, and therefore, 

instability)227. Features calculated for CDR3 regions include: GRAVY index (sum of all amino acids 

hydropathy values divided by the sequence length)179, the sum of Miyazawa hydrophobicity (3d-

structure derived reside contact energy)228, the sum of amino acids hydrophilicity229, the sum of amino 

 
1 For the sake of brevity, studies which empirically determined the amino acid table of values that form the basis 

of the algorithmic implementation of each feature, are simply cited after the description of the feature. 
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acid bulkiness230, the sum of amino acid isoelectric point231, the sum of amino acid polarity230, 

percentage of buried and accessible residues224, average polypeptide-area buried225, relative mutability 

for each amino acids (with Alanine=100 as reference)226. Additionally, we computed the full-sequence 

and CDR3 lengths. To inspect the distributions of these features, similar to the approach described in 

chapter 2, KDE of all features were calculated for every DoC using the pandas-on-spark library of the 

Apache Spark platform232–235 and were plotted using Plotly Python graphing library (see Figures 3-28 

and 3-29). We chose a small bandwidth parameter for these KDE calculations to maintain a high-

resolution KDE shape in line with the frequency polygons in chapter 2.  

From a visual analysis of these distributions, it is difficult to detect any significant difference between 

the different DoCs across most of these features. Even for those features which exhibit a variation in 

their distributions for different DoCs, such as full-sequence residue hydrophilicity or the fraction of 

buried residues in the CDR3 region, these variations are not discernible enough and/or correlative 

with the DoCs. For a summary description of these features refer to Table 2-1.  

To investigate whether these features are collectively able to partition DoCs into separate clusters, 

PCA was applied to these features and the top 2 principal components plotted in Figure 3-30. These 

PCA results corroborate the judgement that summary statistics alone are insufficient for 

differentiating between DoCs. Additionally, to investigate the effectiveness of these features for 

predicting DoC when used in a machine learning context, a Gradient Boosted Trees (GBT) regression 

model was trained on these features. See the next section for more detail.  
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Figure 3-28 Sumrep CDR3 feature distributions. KDE was performed over the calculated summary statistics for CDR3s of 

every DoC with the bandwidth parameter of 0.3 (to aquire high-resolution distributions) and pre-determined KDE 

boundaries set to the minimum and maximum values of every distribution.  
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Figure 3-29 Sumrep full-sequence feature distributions. KDE was performed over the calculated summary statistics for 

full-length sequences of every DoC with the bandwidth parameter of 0.3 (to aquire high-resolution distributions) and pre-

determined KDE boundaries set to the minimum and maximum values of every distribution. 
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Figure 3-30 PCA projection of Sumrep feature statistics. PCA was performed over the pooled multi-dimensional summary 

statistics (of both CDR3 and full-length sequences), and the principal components were plotted, with each datapoint 

annotated by their DoC, to investigate any potential clustering of the data. 

 

Finally, as part of the undersampling algorithm, we calculated 12 summary statistics for the 

undersampled data to determine whether, and by how much, the undersampled data differs from the 

population distribution data, and if so, to tune the undersampling strategy. We calculated the 

probability distributions for the summary statistics for both undersampled and population distribution 

datasets to calculate Shannon’s entropy for the population distribution, here treated as the true 

distribution, the KL divergence of the undersampled data from the true distribution, and finally the 

percentage of extra bits required for the undersampled dataset, with respect to every summary 
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statistic, to mimic the true distribution. Note that these extra required percentages are the percentage 

of the size of the undersampled dataset. The results in Table 3-7 show the extra bits required for the 

undersampled summary statistics in most cases (with the exception of the isoelectric point) are small 

enough for an optimised undersampling strategy that balances the tradeoff between minimising the 

class imbalance and minimising information loss. In conclusion, the undersampling strategy 

successfully retains most of the information and features (at least those considered within the scope of 

this study) provided by the complete dataset. 

 

 

Table 3-7 KL divergence of the undersampled data from the full-dataset. Probability distributions of every summary 

statistic, irrespective of the DoC, was calculated (using KDE with bandwidth parameter set to 1.0) for the undersampled and 

full-dataset (see Equation 3-19). These probability distributions of the full-dataset’s summary statistics were used for 

calculating the Shannon’s entropy of the corresponding summary statistics. The Shannon’s entropies, together with their 
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corresponding probability distributions of the undersampled-dataset’s summary statistics, were used to calculated the KL 

divergence between the undersampled and full-dataset (see Equation 3-19) w.r.t. every summary statistic. Finally, the extra 

information needed (in terms of the percentage of bits) by the undersampled dataset to fully describe the distribution of each 

summary statistic were calculated by Equation 3-18. 

 

The percentage of extra bits is calculated by 

 

 

(3-16) 

 

 

Where 𝐻(𝑃) is the true distribution’s Shannon’s entropy and 𝐾(𝑃‖𝑄) is the KL divergence of the 

undersampled distribution from the true distribution. The Shannon’s entropy is calculated by 

 

(3-17) 

 

where 𝑝 is the calculated probability distribution of the summary statistics of the true distribution. The 

KL divergence is calculated by  

 

 

(3-18) 
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3.3.9 RIIM: Relative Immunoglobulin Incidence Measure 

 

Throughout this research, we have followed the established definition of commonality, a metric that 

discards vast amounts of granular information embedded within the diverse distributions of 

Convergent Clusters/clonotypes, even within the same DoC class. Information that could be crucial in 

addressing the possible asymmetric label noise introduced by the inadequacy of sequencing depth 

(even in the largest available datasets used here) to counter-balance the extreme distribution of 

clonotype frequencies and the limited size of cohorts in such studies that cumulatively contributes to 

the noise. Besides these practical concerns, a far more compelling discussion is raised by the question 

of whether this measure of commonality is adequate, or even realistic. As discussed, we know that 

there is a universal bias in V, D and J gene usages across individuals of a population, additional to the 

downstream gene recombination biases; phenomena with special importance for studying the 

convergence of immunoglobulin molecules in a population. By collapsing sequences into a small 

number of discrete classes, we effectively ignore all the nuances provided by these, and other biases 

involved in the latent generative processes underlying immunoglobulin molecule creation and, 

consequently, population-wide convergence. 

As we have shown in the results in section 3.3.3, supported by previous research236, clonotype 

frequency is not informative enough as a sole predictor for DoC of a clonotype, largely thanks to the 

extreme inequalities we observe in various frequency distributions in immune repertoires. 

Nonetheless, the same results demonstrate extreme trends that somewhat resemble a scale-free 

structure in the frequency distributions over DoC, e.g. the observed Shifted-Gumbel distribution, 

suggestive of complex underlying processes that likely have an influence on the observed 

convergence. While such general trends are not independently useful for our point-predictions, we 

cannot dismiss their potential supplementary roles in convergence. For instance, though we have 

argued that some of the public clonotypes may represent attractor solutions on which immune systems 

converge, a lot of clonotypes could be convergent responses to currently-circulating epitopes, or 

convergent memory responses to recurring epitopes. We have no idea how the convergent-clonotype 
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frequencies are affected by the reason behind their convergence; however, it is safe to assume that, at 

least in some cases, the complex underlying generative processes would be independent of each other, 

and so would be the resulting observed frequencies. Dismissal of the differences in the immunological 

underpinnings of different sources of convergence within each DoC class could potentially 

oversimplify the ordinal relationships among public clonotypes of varying DoC values into a linear 

ordinal relationship, where the ordinal relationships may not be strictly linear in the respective feature 

space, resulting in a manifold learning that is prone to overfitting. The same reasoning applies to 

clonotypes with the same DoC class, though, we can make an exception for the private clonotypes, as 

in this research we are not concerned with modelling the “degree of rarity”. In other words, private 

clonotypes are by definition non-convergent, at least as far as our empirical observations are 

concerned; therefore, their frequency distribution should have no bearing on their degree of 

convergence. Nevertheless, it is highly likely that some these private clonotypes could be public 

provided additional data, be it with increasing the cohort size or the sequencing depth of the current 

subjects, however, as it stands, we have no reliable priors to enable robust extrapolation of the 

frequency distribution of these hypothetical cases beyond the single subjects in which they are 

observed. 

In conclusion, we postulate that, while the observed frequency of a Convergent Cluster in a single 

individual may have little value in making inferences about convergence, there is some structure in 

the relationship between Convergent Cluster frequencies and the degree of convergence. To 

investigate the validity of this postulate, first, we massively expanded the depth, and extended the 

dimensionality, of the analysis carried out in section 3.3.3, namely the extreme inequalities in the 

distributions of Convergent Cluster/clonotype over DoC (see figures 3-7 and 3-8). The results of this 

analysis are demonstrated in Figure 3-31.  
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Figure 3-31 Convergent Cluster per DoC density map. Top %10 largest Convergent Clusters/clonotypes and binned the 

cluster/clonotype sizes into equal-sized frequency bandwidths and plotted it as a heatmap, whereby the X-axis is the DoC 

values, and the Y-axis is the range of values the bandwidths represents; in this case, almost all bandwidths have the range 

(y_i,y_i+152]. Finally, I performed a column-wise log normalisation of the cell values, reflected by the temperature, to 

capture the density of frequency-bandwidths and provide a higher resolution view of the frequency densities. Note that, for 

the sake of readable visualisation, the Y-axis ticks are the eqaul-range aggregates of the bandwidths. 

 

Interestingly, the shape of the distribution arising in this heatmap looks remarkably similar to the 

distributions in figures 3-7 and 3-8. This is not very surprising given the fractal nature of the 

underlying distributions, i.e. clonotype frequency in individual repertoires8,198 and clonotype 

frequency over DoC (see section 3.3.3), and that Gompertzian dynamics, such the observed shifted 

Gumbel distributions, emerges as a result of the fractal-stochastic dualism237,238. Such a fractal-

stochastic dualism is theorised to arise from the non-linear and stochastic coupling of probabilities of 

at least two antagonistic processes. Here, I postulate that these two distributions are the clonotype 

frequency distribution in individual repertoires8,198 and the clonotype frequency distribution over 

DoC. A possible interpretation of this is that large numbers of the clonotypes in the tail of the per-

repertoire frequency distribution are private, which collectively, make up the vast majority of the total 

share of the sequences.  
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Figure 3-31 provides additional evidence for such a fractal-stochastic dualism, by providing a greater 

sampling depth and demonstrating a high-resolution density (the temperature) of varying range of 

frequencies per DoC. Moreover, it shows that the highest temperature (0.27, the maximum value on 

the temperature scale) in the heatmap is the rows of cells, corresponding to the frequency bandwidth 

with values ranging [4, 156] over the DoC range of [5, 13]. Moreover, the rows corresponding to the 

bandwidths with the approximate aggregate range [4, 1300] also have significantly high temperatures 

ranging between [0.1, 0.27], positively correlated with DoC.  

In Figure 3-31, the size of a Convergent Cluster is the sum of its frequencies across the individuals, 

which might result in skewed results for public clonotypes with high frequencies across most 

individuals. Furthermore, the asymmetrically declining probabilities of DoC may cause 

misrepresentation of frequency per DoC. To this end, we calculated the Summed Proportional 

Geometric Densities (SPGD), which is the sum of the set of geometric means of frequencies per 

cluster in the set of Convergent Clusters of a DoC, normalised by the product of the number of 

Convergent Clusters and the number of sequences of the respective DoC: 

 

 

 

Where 𝑑 is the DoC value, 𝑠 is the vector of the sequences of the DoC, 𝑐𝑑⃗⃗⃗⃗  is the vector of the 

Convergent Clusters of the DoC which components are represented by 𝑥. We also calculated the 

Median of Proportional Geometric Densities (MPGD), which is the median of the set of geometric 

means of frequencies per cluster in the set of Convergent Clusters of a DoC, normalised by the 

product of the number of Convergent Clusters and the number of sequences of the respective DoC: 
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Where 𝑑 is the DoC value, 𝑠 is the vector of the sequences of the DoC, 𝑐𝑑⃗⃗⃗⃗  is the vector of the 

Convergent Clusters of the DoC which components are represented by 𝑥, and 𝑀 is the median 

operator. 

As figures 3-32 and 3-33 demonstrate, SPGD and MPGD have a polynomial relationship with DoC 

and that a normalised frequency measure has a positive relationship with the degree of convergence as 

a polynomial function, even if it is not independently useful in making point-predictions. 

 

Figure 3-32 Sum of convergent cluster-size normalised geometric-means across DoCs. The normalised gemetric mean of 

the per-subject frequency for every convergent cluster was calculated. The normalisation was simply the dividion of the 

geometric means by the total number of sequence multiplied by the total number of convergent clusters of the convergent 

cluster’s corresponding DoC. The normalised geometric means of every DoC were summed and plotted, were a Chebyshev 

polynomial of degree 9 was used to fit the observed trend. 
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Figure 3-33 Median of convergent cluster-size normalised geometric-means across DoCs. The normalised geometric mean 

of the per-subject frequency for every convergent cluster was calculated. The normalisation was simply the division of the 

geometric means by the total number of sequences multiplied by the total number of convergent clusters of the convergent 

cluster’s corresponding DoC. The median of the normalised geometric means of every DoC were plotted, were a Chebyshev 

polynomial of degree 9 was used to fit the observed trend. 

Following the observations about the potential relationship between Convergent Cluster frequency 

and the overall trends in convergence, we introduce a new measure of convergence, namely the 

Relative Immunoglobulin Incidence Measure (RIIM). RIIM combines the geometric mean of a 

clonotypes’ frequencies and the empirical knowledge of its DoC into a population-wide density 

measure of immunoglobulins that somewhat resembles the related concept of epidemiological 

Incidence Rate. The definition and implementation of this metric are thoroughly described in 

Algorithm 3, Equation 3-19 and Figure 3-34. Notably, we see in Figures 3-34 and 3-35 that by using 

RIIM values make for much denser regression targets, which should significantly improve the 

smoothing of the learnt manifold and therefore generalisability of the models. Nevertheless, the 

primary function of this metric is to capture the nuanced immunological underpinnings of 

convergence. 

As an example, consider two clonotypes of DoC 3, where one is shared at frequencies 100, 1, 1 and 

the other is shared at frequencies 70, 50 and 40, the geometric means for these two are 4.64 and 51.9 
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respectively. If the minimum and maximum geometric means for DoC three are 1 and 60 respectively, 

and the label for DoC2 + 𝜀 and DoC3 are 0.0833 and 0.167 respectively, the labels for these two 

convergent clusters would be 0.0885 and 0.156 respectively, as opposed to both receiving 0.167 as 

target their values when MinMax scaling DoC to range [0, 1]. In the next section, we will use the 

methodology and findings of this section in the implementation of our deep regression models. 

 

Algorithm 3 RIIM algorithm. This algorithm encapsulates the RIIM, a new and alternative measure of immunoglobulin 

convergence we introduce in this chapter. It consists of several functions and procedures that work together to compute the 

RIIM value for each Convergent Cluster. The main procedure, `ComputeRIIM`, takes three inputs: `C`: A collection of 

convergent clusters, `D`: A dictionary containing Degree of Convergence (DoC) values for the clusters and `F`: A 

dictionary containing frequency lists for each cluster. The procedure first initializes an empty dictionary called `RIIM`. It 

then iterates through each cluster in `C`. For each cluster, it retrieves the corresponding `DoC` value and frequency list 

from the dictionaries `D` and `F`, respectively. The RIIM value for the current cluster is then calculated using the 

`ComputeRIIMValue` function, and this value is stored in the `RIIM` dictionary with the cluster as the key. The final `RIIM 

dictionary` is returned when the procedure finishes. The `ComputeRIIMValue` function calculates the `RIIM` value for a 

specific cluster using the following steps:1) It first scales the `DoC` value for the cluster by subtracting the minimum `DoC` 
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value (1) and dividing by the range of `DoC` values. 2) It then calculates the geometric mean of the cluster's frequency list 

using the `GeometricMean` function. 3) The minimum and maximum geometric means for the given `DoC` value are 

computed using the `MinGeometricMean` and `MaxGeometricMean` functions, respectively, with a small constant `epsilon` 

(10-10) added to the minimum geometric mean. 4) The RIIM value is calculated using a linear interpolation between the 

minimum and maximum geometric means, with the scaled DoC value as the interpolation factor. The `GeometricMean` 

function computes the geometric mean of a given frequency list by multiplying all the frequencies together and then taking 

the nth root, where n is the length of the list. The `MinGeometricMean` and `MaxGeometricMean` functions find the 

minimum and maximum geometric means, respectively, of the clusters within the specified DoC value. 

 

 

 

(3-21) 
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Figure 3-34 RIIM transforms sparse targets into a smoothly distributed target range. When converted to regression labels, 

i.e. between zero and one, the labels are dilated between the regression values coresponding to the DoC-1 and DoC of the 

input. The convergent clusters are ranked based on the geometric mean of their sibject-wide frequencies, and finally using 

min-max scalling are assigned a label. 

 

 

Figure 3-35 Log-Scaled RIIM Histogram. The resulting distribution of the label dilation is plotted with a log-scaled Y-axis, 

which shows that the label dilation protocol successfully projects the otherwise discretely interspersed labels onto a truly 

continuous scale. 
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3.3.10 RIIM Predictions Using SE-TCN and Transformer Architectures 
 

In section 3.3.9 we performed a series of analyses to investigate the relationship between Convergent 

Cluster frequencies and the degree of convergence. Following the findings, we proposed RIIM as a 

new definition for the degree of convergence and implemented regression labels according to this 

metric. Here we will use the neural network architecture used in previous sections and compare its 

performance to the performance of our implementation of the transformer architecture, which is the 

current state-of-the-art deep learning approach for modelling genomics data.  

The same SE-TCN model used in previous experiments was applied to predict the scaled labels but 

with modifications. Instead of one-hot-encoding the input sequences at the amino acid level, the 

sequences were sliced with a sliding window of size three and stride one, the resulting overlapping 3-

mers were one-hot-encoded, and these were used as inputs to the model. Furthermore, these inputs 

were passed into an embedding layer of 32 dimensions before being passed into the remainder of the 

model (which was otherwise unchanged). In addition, we implemented a transformer architecture as a 

state-of-the-art approach for comparison. 

Ever since the invention of the attention mechanism, the transformer architecture has become the 

state-of-the-art technique for sequential data and has several components which distinguish it from 

other types of architecture. The central component of this architecture is the attention layers, which 

allow the model to focus more on the features that are important for a given task.  

Although the attention mechanism is not exclusive to the transformer architecture, together with other 

unique components in the transformer architecture, it grants the model advantages over other types of 

architecture. One such component is the positional embedding, which (similar to the standard 

embedding layer) makes the model invariant to input size/length by computing a mask to ignore zero-

paddings, used for equalising the sequences to a fixed length required for embeddings. Though 

different techniques exist, here the positional embedding learns the order/position of the features in 

the same manner as the standard embedding layer learns to embed feature token indices. This 
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positional information allows the model to learn long-distance relationship/dependencies within the 

data as well as the role that the order plays within these relationships. Furthermore, the model 

includes a compression-projection module, similar to the SE-TCN, which facilitates the learning of 

abstract relationships among features within data further. Another notable component is the layer 

normalisation, which plays a similar regularisation role to batch normalisation. Finally, the most 

specific part of the architecture is the way attention mechanism is used, i.e. multi-head attention, 

which is simply stacking multiple attention layers in parallel, with each identifying different important 

features to focus on, and finally concatenating their outputs. For more specific details see Figure 3-36. 

In addition to the SE-TCN and transformer models, we also implemented GBT using the Mlib library 

of the Apache Spark platform232–235 for prediction of RIIM values based on the summary statistics 

features. This was trained and validated on different splits and the inferences made on a test set were 

plotted using the Plotly Python graphing library, as shown in Figure 3-37, with the MSE plotted over 

the DoC distribution. Furthermore, HPC-sumrep was used in two ways: to investigate the degree to 

which repertoire features may be useful for predicting the DoC; and to evaluate the impact (if any) of 

the chosen undersampling strategy on the characteristics of the dataset. It is worth noting that this 

evaluation was only possible because a relevant subset of the sumrep features were implemented on 

top of an Apache Spark engine, thereby reducing the time required to run these calculations by several 

orders of magnitude. 
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Figure 3-36 The overview of Transformer architecture. 
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Figure 3-37 evaluates (at a DoC-specific level of granularity) the performance of all three models in 

terms of MSE. It demonstrates that, not only, a model trained on our summary statistics is not nearly 

as good as models trained on genomics data, our summary statistics are not at all expressive enough 

for this task. This is unsurprising: as we saw in the section 3.3.8, there appears to be (at most) weak 

differentiation between DoCs associated with sumrep summary statistics.  

 

 

Figure 3-37 MSE performance of the regression models. The performance of the SE-TCN, Transformer and GBT (trained 

on summary statistic features) models for predicting the scaled continuous labels was evaluated by the MSE of the models 

for every DoC, showing that there is not enough signal in summary statistic features to predict DoC well overall and that the 

deep neural network models trained on genomic features perform similarly very well across all DoCs. 

Interestingly, and perhaps surprisingly, the SE-TCN model marginally outperforms the transformer 

model. This is further evident in Table 3-8, which summarises the performance of the two models in 

terms of both MSE and MAE averaged across all DoCs.  
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To take a closer look, we evaluated these models by MAE at a DoC-specific level. These results, 

summarised in Figure 3-38, show that the SE-TCN model for majority of the labels is on par with the 

transformer model and outperforms it for some labels. 

 

 

Figure 3-38 MAE performance of the regression models. The performances of the SE-TCN and  Transformer models for 

predicting the scaled continuous labels were evaluated by the MAE of the models for every DoC, showing that the SE-TCN 

model slightly outperforms the Transformer model. 

 

 MSE MAE 

Transformer Model 0.0163 0.0864 

SE-TCN Model 0.0157 0.0820 

Table 3-8 The summary of the deep neural network models’ overall performance, irrespective of the DoCs.  
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To explore these results with finer granularity, the error distributions (i.e. the difference between the 

predictions and the labels) were calculated for both models at every DoC. These results are plotted in 

Figure 3-39, which includes both outliers and inliers in addition to the error distributions. As we can 

see in this figure, the SE-TCN model, for the most part, has a smaller variance in error distributions, 

with outliers closer to the mean, and peaks closer to zero error. It should be noted that, though the size 

of outliers and inliers seems deceptively large on the plot, they are only a small fraction of the total 

data per label. This is further supported by Figure 3-40, where we can see that even for classes of 

higher DoC, which are more prone to errors, the interquartile range and the standard deviation remain 

bounded within very good margins of error, while means and medians of the error remains very close 

to zero. It should be noted that an error of 0.0833 roughly corresponds to a misprediction by one DoC. 

Hence these models are, on average, accurate to within one DoC and more accurate than that for the 

“less public” data. When predictions are incorrect about the higher DoC labels, this tends to be an 

underestimation of the DoC, whereas lower DoC labels tend to be overestimated (see Figures 3-39 

and 3-40). Overall, this behaviour is to be expected, owing to the issue of large label imbalances, 

which (unlike with a classification model) cannot be accounted for straightforwardly by adjusting the 

loss function. 
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Figure 3-39 The Error distribution of the SE-TCN and Transformer models per DoC. The error for every input was 

calculated simply by the difference between the predicted value and the ground truth label. The distribution of the errors for 

each model for every DoC was calculated and plotted with the mean (small line inside the distribution orthagonal to its 

spread), outliers (solid balls) and suspected outliers (empty balls). The distribution of the errors expands with DoC; 

however, it remains within a very good range. While the outliers visually seem large in numbers, they are small in number in 

comparison to the total data per class (see Figure 3-39 for more details). 
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Figure 3-40 Statistics of the Error distributions of the SE-TCN and Transformer models per DoC. Following Figure 3-39 

we calculated several statistical measures to elucidate the distributions of error further and visualised the results by box-

whisker plots. These statistics include interquartile range (boxes), median (the solid line dividing the two boxes), mean (the 

dashed line parallel to the median), standard deviation (the dashed triangles), dispersion and skewness beyond the 

interquartile range (whiskers), outliers (empty balls) and suspected outliers (solid balls). Evidently, the errors of the model, 

even for the smaller minority-classes (relatively high error due to insufficient data) are still within a very good range given 

the standard deviation and the interquartile range.  

 

The observed power law distribution of DoC suggests that the immune system's architecture is fractal 

and inherently complex, likely involving various generative processes underlying the population-wide 

convergence of B-cell clonotypes. This is expected from the self-organisation dynamics that arise 

from bidirectional bottom-up (individual-repertoire evolutionary dynamics) and top-down 

(population-level evolutionary dynamics) governing dynamics of immunity. As a result, we expect the 

systemic statistical differences we observe in clonotype frequency across commonality to reflect the 

underlying generative dynamics and have nuanced relevance in a systems immunology view of 

convergence, and consequently, the simpler view of convergence, as DoC does represent the full 

picture of the complexities. Subsequently, we proposed RIIM, a novel measure of immunoglobulin 

population density as an alternative to commonality, which incorporates the geometric mean of 
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clonotype frequencies in all individuals they occur in and provides a more comprehensive and 

realistic measure of shared clonotypes. By incorporating frequency, this method resembles the well-

established concept of incidence, commonly used in epidemiology, and captures the relative incidence 

of shared clonotypes across individuals to provide a more meaningful and granular representation of 

shared clonotypes in the immune system. It is essential to note that the utility of this measure is purely 

to provide a more accurate measure of immunological convergence and not necessarily for 

optimisation of machine learning results, though, that may or may not be an indirect consequence. 

Although we present the model performance on predicting RIIM within the context of DoC values, 

this mainly intended for consistency with prior work and our own resuts, as well as a domain-specific 

way of model error assesment. However, direct comparison of models which predict DoC against 

models which predict RIMM may be ill-advised, as these measures represent equivarient views of 

immunilogical process, and by extention convergence, and as such, should result in learning of 

different feature spaces by deep learning models. 

 

3.4 Conclusion 

The work undertaken here combines the deepest AIRR-seq data available to date, carries out a series 

of transformations of the data and the labels and finally utilises deep neural networks for the 

prediction of genomic convergence across a human population in a way that can be extended to 

making predictions about the state of immunoglobulin molecules in the broader public. These results 

demonstrate that it is possible to predict the degree of genomics convergence of antibody clonotypes 

using machine learning with a high degree of granularity. To the best of our knowledge, these models 

achieve state-of-the-art performance both in terms of the granularity of predictions and levels of 

accuracy but also highlight several issues and requirements that should be addressed in future 

research. The most immediate requirement is more data for the minority classes, which, as ultra-deep 

sequencing results become more abundant, should gradually become less of an issue. There is also a 

need for the development of techniques that could address the problem of imbalanced datasets. 
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Finally, our work demonstrates that the analysis of immune repertoire data, particularly in the context 

of machine learning, can be a quite nuanced process, and vigilance must be undertaken along with a 

more granular interpretation of the results. For instance, see section 3.3.7, where the leak-free 

undersampling strategy was developed to avoid misleadingly positive machine learning results and 

the higher resolution predictions of the machine learning models (section 3.3.10) to provide a more 

detailed and fair presentation of model performance.  
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4 Discussion 

 

 

 

In this research, we apply and combine various statistical and ML techniques for a systems 

understanding of the convergence among immunoglobulin repertoires. We demonstrate that statistical 

summarisation of immune repertoires in combination with the application of deep learning methods to 

analyse raw sequencing data provides a powerful pipeline for making systemic predictions about 

immune repertoires.  

In chapter two, we demonstrate that using a plethora of summary statistics could enable better 

interpretability of immune repertoire analysis, and although it can sometimes be difficult to gain 

insights from, summary statistics could be used in conjunction with ML methods for making informed 

decisions about various stages during the development of the ML pipeline, particularly in data 

processing and maybe even for the interpretability of results. 

In chapter three, we combined genomics datasets from ultra-deep AIRR-seq studies, performed a 

series of data transformation techniques and finally developed deep neural network models capable of 

successfully predicting the DoC of immunoglobulin molecules, on a scale of zero to one, with a very 

low degree of error. The final results provided in section 3.3.10, particularly Figures 3-39 and 3-40, 

demonstrate the success of our deep learning approach in modelling genomic convergence of 

immunoglobulins. We processed the data from the 13 subjects within our datasets, such that, all 

antibodies falling under the same “V3J” clonotype definition are clustered into the independent 

convergent clusters. First, each convergent cluster’s DoC value is determined (by how many subjects 

share the cluster) and continualised to equidistant values between zero and one (cDoC) by min-max 

normalisation. Then, for every DoC class, we calculated the geometric mean of the subject-specific 

frequencies of every convergent cluster, and then min-max normalised these means between the cDoC 

corresponding to the DoC class and the cDoC of the DoC one degree below, as the respective lower 

and upper bounds. Given the large class imbalance in our data, we devised an undersampling 
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protocol, which maintains the integrity of the data in a variety of ways. Primarily, this algorithm 

samples at least one sequence from each subject in every convergent cluster, thereby respecting the 

variance in the data. Furthermore, it minimises the KL divergence of the various antibody sequence 

summary statistics of the sample and population distributions. Whilst this approach samples every 

convergent cluster in all public classes, it increasingly increases the number of, non-identical, but 

redundant, samples per convergent cluster in line with the decreasing size of the DoCs. These 

redundant samples in theory act as adversarial examples, which should help with improving model 

performance, particularly for the minority classes. We divided this undersampled data in a “leak-free” 

manner into 10 cross-validation folds, to prevent leakage of data from training and validation sets into 

the test set, which would have resulted in a flawed evaluation of the models. Furthermore, we ensured 

these leak-free sets contained comparable sample sizes for every DoC label. Finally, we developed 

deep neural network models trained on this dataset, which achieved, to the best of our knowledge, 

state-of-the-art results. Furthermore, the deep learning models trained on the genomics data clearly 

outperformed the GBT models trained on summary statistics, though interestingly, our bespoke SE-

TCN model slightly outperformed the transformer model. 

Despite achieving a high level of performance, the models’ error variance, i.e. uncertainty, remains 

larger for higher DoCs and increases with the DoC label. This is likely to be due to two factors; 

namely, the large class imbalance of our data increasing with the DoC and the potential mislabelling 

of data as a result of the small cohort size of 13 individuals.  

The class imbalance is the easier of the two problems to tackle. However, there has not been much 

development in the research for deep regression imbalance239, although, recently, Yang et al 

developed a technique for addressing imbalanced labels, which are normally distributed239. We plan to 

extend this technique for addressing this issue for labels sampled from non-normal distributions, 

particularly the heavy-tailed distributions such as the distribution of our data’s labels.  

The second problem, namely the mislabelling problem, is an inherent issue that will more or less 

persist as long as machine learning is a sensible approach to this task. In other words, unless one 

samples the whole population of the earth, or sufficiently close to it, this problem stands, though 
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obviously, the likelihood of mislabelling decreases to insignificant levels with samples of possibly 

only a few orders of magnitude larger than ones available to use, if the sampling is done adequately. 

Specifically, if one acquires ultra-deep AIRR-seq samples from reasonable number of individuals 

across a reasonable breadth of subpopulations, defined by various factors, e.g., geographical, genetic 

etc., one should be able practically to eliminate the mislabelling problem, as far as machine learning is 

concerned. 

Currently, as such data is out of reach, the utility of machine learning may prove to be useful to tackle 

this problem, despite mislabelling posing issues for the learning process. For instance, if there are 

enough correctly-labelled data from the minority classes, deep learning models, in theory, could learn 

the feature manifold correlating with the degree of immunoglobulin convergence across the true 

population. Therefore, it could be possible that the models could predict theoretical labels, perhaps, 

more accurately than the labels empirically determined from data coming from small cohorts. This, of 

course, must be tested and indeed can be tested. We plan to increase our current data with other large 

datasets and update the labels accordingly. We can then test this hypothesis by evaluating the results 

of our models trained on the current dataset, particularly for the samples which have positive value 

errors, against the updated labels of the hypothetical aggregate dataset. However, this probably 

requires the models first to be retrained and calibrated by the deep-regression-imbalance technique(s) 

we are planning to develop. This is because the error distributions are currently increasingly biased 

towards the negative values of error for the higher DoC label, whilst the lower DoC labels have error 

distributions biased towards positive values (see Figures 3-39 and 3-40), which is most likely to be 

caused by the data imbalance. 

Of course, the broader problem is that the distribution of immunoglobulin molecules in a population, 

whilst in part due to varying generation probabilities based on genomic biases, is likely to be more 

greatly affected by their functional impact. For instance, some antibodies may bind to reucrring 

“public epitopes”240, some may respond to recurrent or endemic pathogens and some may be 

polyspecific to various epitopes241 and have a high “Long-term immunopotentiation” – the ability to 

develop high-affinity mature antibodies against various antigens, all of which could have an impact on 
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the probability distribution. Therefore, to quantify, predict and understand convergence, one 

ultimately needs to do this in the context of the function, which remains elusive due to the lack of 

ultra-deep paired-chain single-cell AIRR-seq and high-throughput accurate structure prediction. Even 

if these technologies were available, one could not deterministically predict functional convergence 

due to the nature of degeneracy in biological structures and function19, yet, deep learning models 

prove to be useful in that area, too149. Nonetheless, understanding genomic convergence has its own 

somewhat independent basis and immense value in understanding basic biology as well as industrial 

applications. 

One of the important future directions one can take is in cross-validating different definitions of 

convergence. As we have seen, we have chosen a strict definition of convergent clusters, which may 

or may not reflect the reality of convergence, though, similar arguments can be made for or against all 

other definitions, which inevitably results in mislabelling of some of the instances. Therefore, similar 

instances with differential labels should result in high model uncertainty. And particular to genomics 

data, it is also possible that many correctly labelled instances would have high feature similarities, 

adding further necessary uncertainty to the model. Moreover, as we have seen, DoC and clonal 

frequency distributions are extremely long-tailed, whereby clonotypes with mid-to-high DoC values 

often fall on the extreme lower end of the long-tailed clonal frequency distribution, at least in some of 

the repertoires across which they are shared. Despite using the deepest data available to date, it is still 

very likely that some convergent clusters in our data are missing representative instances from some 

individuals due to a lack of sequencing depth, resulting in mislabelling. Similarly, sequencing bias 

could result in better coverage of some convergent clusters over others of equal DoC, resulting in 

another form of adding to model confusion by mislabelling. we only have a maximum of 13 

individuals, As such, many sequences would be inherently mislabelled demanding extreme 

sequencing depths to capture or because of not having a large enough population. 

In this thesis, we also introduce the “Blind Mapmaker” hypothesis to provide a novel theoretical 

framework for answering the question of why public clonotypes, other than those resulting from 

immune responses to endemic, common or circulating antigens, might exist. While we conduct some 
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analysis for testing the basis of this hypothesis and its underlying assumptions, a great deal of future 

work is required for testing this hypothesis. In particular, in section 3.3.3 we show that the public 

clonotypes are not simply those with the closest sequence similarity to germline sequences (see 

Figure 3-3). Section 3.3.3 also provides some statistical evidence alluding to the existence of a 

complex relationship between clonotype frequency and DoC, akin to statistical observations made in 

complex systems that exhibit self-organisation and fractal geometry. We scale up these analyses in 

section 3.3.9 and argue the observed Gompertzian dynamics are likely to point to the existence of a 

fractal-stochastic dualism between individual repertoire’s clonotype frequency distributions and 

population-wide clonotype frequency distribution over DoC. These results provide some evidence for 

the Blind Mapmaker hypothesis, in that, most of the public clonotypes are found in small numbers 

because they are the starting points for developing immune responses which diverge in similarity to 

the public clonotypes and grow in numbers through the affinity maturation process, resulting in 

private clonotypes found in large numbers in each individual. Finally, while the deep learning models 

do not provide direct evidence for this hypothesis, their success, in the face of the failure of the 

simpler approaches which do not utilise genomic sequence data (see section 3.3.10), suggests that the 

complex genomic features might define the commonality of immunoglobulins. 

 It is important to consider the function of any complex, particularly multi-cellular, biological system 

in multiple levels of the organisation. For instance, we can think of the earth's entire ecosystem as the 

top level of organisation followed by other lower levels in the hierarchy, such as local ecosystems, a 

population of a species in that local ecosystem, an individual with that population and lastly (in this 

analogy), the cells within that multi-cellular individual. We could go deeper by considering the 

“Selfish Gene” view of life or even deeper when considering self-organisation at lower levels, such as 

dynamic intracellular patterning of molecules and proteins vital for biological function242 or even 

protein folding.  

Similarly, a systems immunology view of immunity follows a hierarchical level that operates at all 

levels with feedback loops across all levels of the organisation. For instance, consider the following 

simplified and limited description of B-cell-specific aspects of immunity. At the lowest level of 
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organisation, we have the biased stochastic processes of VDJ recombination and insertion/deletion 

events introduced by AID. We can consider B cells as the lowest-level agents in this hierarchy, which 

dynamically respond to their environment by evolution and adaptation. We can also consider the 

resulting lineage of B-cell clonotypes as a higher-level organisation of the agents. Next, we can 

consider each individual’s repertoire, a collection of the clusters of clonotypes, as an agent in the 

population biology context and each local population as an immune agent in the context of the 

survival of a species. As with other biological systems, in this context, all levels of the organisation 

and/or agents have a unified global objective of their own, which, notably, has a loose definition, i.e. 

survival and growth, which introduces adversarial and cooperative game theoretical dynamics among 

the agents. Agents' survival is often constrained by, or coupled with, satisfying some objective 

functions necessary for the survival and growth of the other levels of the organisation, i.e. the system 

as a whole.  

At the lower levels of organisation, there is a demand for agents, such as the AID enzyme and other 

elements involved, to generate enough diversity so the system can have a sufficiently diverse 

repertoire of agents to result in a repertoire that is not only robust, but also anti-fragile243 against the 

vast and chaotic space of pathogenic epitopes. At a higher level, agents (B cells or clonotypes) must 

satisfy several objectives, e.g. non-autoreactivity and some degree of affinity or avidity for antigens, 

to survive. The higher the repertoire of epitopes a B cell can bind, the higher the likelihood of its 

growth; in other words, the higher its diversity of response, the higher its chances of survival and 

expansion. At the next level, the survival of an individual is determined by the diversity of pathogens 

and diseases it can survive and, by extension, the diversity of the repertoires it can produce. Finally, 

the survival of a species depends on the diversity of the pathogens it can withstand across space and 

time.  

Here, agents’ behaviour at all levels of the organisation directly or indirectly affects lower and higher 

levels of organisation, but notably, encodes information within the system as a consequence of its 

actions or changes in its state. A prominent example of this is the development of high-affinity B cells 

into memory cells. Though, such examples need not always be so specific; for instance, the general 
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trends in the selection of B cells can affect the bias in the VDJ usage and recombinations, which can 

be fixed into the genomes with a population, or even the species, as we observe a universal pattern in 

VDJ usage biases. As part of the Blind Mapmaker hypothesis, I argue that the evolutionary and 

population dynamics, acting for the global objective of species' survival, regulate self-organisation at 

the different levels, which results in the emergence of the diversity of clonotypes with the complex 

and fractal economics that we observe. Such fractal distributions/structures which arise in economics 

are the hallmarks of self-organisation in the underlying complex systems244, and similarly, 

numerously observed in the organisation of complex biological systems245.  

Such a decentralised dynamic without an explicit control mechanism or a global design blueprint is 

the hallmark of self-organisation in biological systems and, recently, in successful applications of 

robotics, for creating artificially intelligent agents which exhibit self-guided emergent behaviour and 

intelligence that resembles natural intelligence246. Perhaps the most famous examples come from 

reinforcement learning, with the notable examples of AlphaZero247 and AlphaStar248, where we 

observe agents exhibiting game-theoretical dynamics among other emergent phenomena observed at 

different levels of organisation. It is important to note that survival acting as the global objective is 

not synonymous with a task-specific global objective or control mechanism, which we can argue, for 

this specific case of the immune system would be neutralising the maximum number of epitopes 

possible as effectively and rapidly as possible. As a result, by operating through decentralised 

complex evolutionary dynamics, the immune system may reach specific attractors as an emergent 

phenomenon246, optimising species' survival. I argue that such attractors facilitate the mapping of the 

epitope space effectively enough to grant the efficient and time-critical immune response required for 

survival.  

For instance, we know how limited the empirical diversity of our B cells is compared to the 

theoretical space of possible epitopes, most of which, admittedly, may not ever materialise for a 

variety of reasons (e.g. thermodynamic unfeasibility) and most of the remaining space may not be in 

circulation at any one point in time. Nonetheless, the immune system has no extrinsic knowledge of 

this space that it has to navigate for survival, which would be fraught with events known as "black 
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swans" - a term describing highly unpredictable and rare occurrences with significant consequences - 

much like most non-linear dynamical systems249. In fact, the long-tail distributions we observed in the 

clonotypes frequency distributions in and across repertoires display the existence of black swan 

responses both in individual and population immunity. Furthermore, it is crucial to survival that 

immune responses are swift enough to counteract the rapid, often exponential, growth of pathogens 

and diseases. Indeed we know that primary immune responses are almost always fast enough but, 

most significantly, consistent. Lastly, we must consider the peril many organisms face by expanding 

the repertoire of their pathogens through migration to different niches. The success of adaptive 

immunity in managing all such risks and challenges raises the question; "how can such material and 

temporal efficiency be achieved in the face of so much adversity?”. As an answer, I proposed the 

Blind Mapmaker hypothesis, which in a nutshell, suggests that the observed convergence across 

repertoires is an emergent phenomenon of dynamics discussed here, which grants an immunity 

capable of greater coverage than could be provided solely by bottom-up mechanics, such as the clonal 

selection principles or top-down regulation. 

Inherently, the immune system has to tackle a multi-objective optimisation problem, and it is difficult 

to ignore the relevance of its self-organising mechanisms to artificial algorithms and intelligence 

systems, particularly to the recent fields in optimisation theory such as EDMO, which employ 

dynamic evolutionary mechanisms for solving dynamical multi-objective problems. Furthermore, the 

short- and long-term explore-exploit tendencies in generating the necessary diversity of adaptive 

immunity are commonplace in multi-objective optimisation. Similarly, the fractal organisation of the 

clonotypes with and across repertoires of a population resembles the principles, such as Pareto-

efficiency, used to describe the dynamics behind economic inequality. Curiously, there is a close 

relationship between Pareto-domination and multi-objective optimisation problems where no global 

optima can satisfy all possible objectives without harming others, whereby emergent attractors often 

arise as a consequence of self-organised agents, as discussed. Instead, a set of feasible solutions 

function as attractors, which can be argued cooperatively to solve a global objective, resembling the 

coverage of the epitope space provided by the attractor clonotypes proposed in the Blind Mapmaker 
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hypothesis. Subsequently, we see an intricate distribution of “a wealth of agents” with adaptive 

behaviour that collectively contribute to immunity across levels of organisation.  

As discussed in the results, it is important to note that this hypothesis only aims to describe what 

might underpin convergence in adaptive immune repertoires and is only partially supported by the 

results of the original research in this thesis. Moreover, the convergence we observe in our results 

could come from many sources, e.g. immune memory or response to circulating pathogenic epitopes, 

in addition to the so-called attractor Convergent Cluster introduced in section 3.1.2. Rigorous future 

research is required to continue what is proposed and supported in this work. However, it is important 

to note that the current methodologies may not be sufficient for testing the existence, and analysis, of 

these attractor clonotypes, which I proposed to be multi-specific to maximise their utility and, as a 

result, survival.  For instance, recent simulations show that “tug-of-war” dynamics may be present 

among B cells competing for antigen binding. This could result in different affinity optimisation 

dynamics rather than maximising affinity, which questions the current methodologies only measuring 

dissociation equilibrium207 to examine immunoglobulin responses. One alternative way of testing may 

be provided through longitudinal repertoire studies, whereby we examine the persistence of high 

DoC/RIIM clonotypes across time, which, if positive, could provide one of the pieces of evidence 

necessary for examining this hypothesis. 

In this research, we have provided an extensive statistical summarisation of repertoires, particularly in 

the context of the degree of commonality of immunoglobulin molecules within a human population. 

We demonstrate that the frequency distribution of clonotypes over the degree of commonality follows 

complicated patterns, pointing to complex underlying evolutionary and immunological dynamics that 

shape such patterns. We demonstrate that the collective summary statistics and frequency distribution 

are not sufficient for accurate prediction of the DoC. However, by incorporating the knowledge about 

the frequency of the clonotypes with their DoC, we introduce RIIM as a new and more granular 

measure of DoC, which we believe could bring researchers in this field a step closer to unravelling the 

underlying dynamics that shape the complexity of DoC. We used this knowledge in informing our 

main research focus, namely developing DNNs for predicting DoC. We designed a variety of DNN 
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models for predicting DoC in various formats, i.e. as classification and regression tasks, to predict 

DoC when only trained on BCR amino acid sequence data. Our best models tolerate the extreme long-

tailed imbalance and asymmetric noise across the labels/targets and successfully predict DoC (see 

section 3.3). Particularly, Figures 3-39 and 3-40, demonstrate our models' effectiveness in predicting 

RIIM (MAE: 0.082), providing an argument for the existence of a possible relationship between BCR 

sequences and RIIM, in addition to demonstrating the effectiveness of deep learning models for this 

task, as most errors are within a reasonable distance from the ground truth DoC. These figures show 

that the error distributions for predicting RIIM are homoscedastic – where the variability of residuals 

stays the same across the DoC - as evidence for consistency in the models’ learning, generalisability 

and possible usefulness for detecting mislabeled data. Additionally, the fact that two different neural 

network architectures display similar homoscedastic error distribution patterns may be further 

evidence that some of the models’ errors are inaccuracies in the context of our limited training dataset 

with 13 subjects, rather than the wider human population. Nonetheless, further investigations are 

required to assess whether all errors are genuine, for instance through deliberate, but careful, 

mislabelling of a small number of test cases or updating the test set with more subjects. Such a study, 

if shown to support this hypothesis, could demonstrate the power and high impact of our approach, 

when a large sample size (i.e. concerning the number of subjects) is such a scarcity in BCR repertoire 

datasets.  
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Supplementary Figure 1. Distribution plot aggregates across the two frameworks at each single timepoint of DDW et al 

study. 

 


