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Shizhen Bai , Dingyao Yu , Chunjia Han , Mu Yang , Nazrul Islam , Zaoli Yang , Rui Tang ,

and Jiayuan Zhao

Abstract—The intelligent strategy of the new energy vehicle
(NEV) industry has triggered the rapid prevalence of in-vehicle
anthropomorphic artificial intelligence (AI) assistants. There is still
a lack of clarity regarding NEV users’ attitudes toward this cutting-
edge technology and whether they receive a satisfactory intelligent
service experience. To circumvent potential emerging technology
resistance, in this article, we utilize text analysis techniques for the
identification of AI interaction emotions, love and disgust (enablers
and inhibitors) with significant influence on user satisfaction, and
validates the improving role of multimodality on the effectiveness of
anthropomorphic interaction. In addition, this study innovatively
constructs a multidimensional corpus of modality× emotion, using
structural topic modeling to uncover the constituent elements and
real-time changes of love and disgust emotions in different modal-
ities, from which development opportunities and improvement
directions for AI anthropomorphic interaction technologies are
identified. The findings provide new insights into the application
of emotion analysis methods to improve users’ intelligent service
experience and provide a realistic reference for mitigating emerging
technology resistance in the NEV industry.

Index Terms—Anthropomorphism, artificial intelligence (AI)
interaction, discrete emotion analysis, dual-factor analysis,
emerging technology resistance, multimodal, new energy vehicle
(NEV), structural topic modeling (STM).
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I. INTRODUCTION

ENABLED by digital technologies such as natural language
processing (NLP), anthropomorphic artificial intelligence

(AI) assistants are accelerating to cover application scenarios in
the Industry 5.0 era and are already widely used to communicate
and interact with customers in scenarios such as hotels, restau-
rants, airlines, banks, education, automobiles, and electronic
devices [1]. Unlike early-stage voice bots that can only recognize
specific commands, they are able to make more intelligent and
natural conversational responses by analyzing the meaning and
context of human language [2] and often integrate more an-
thropomorphic features and social cues [3], such as human-like
names and appearance [4], in an attempt to attract and delight
users. However, there is no systematic and scientific approach
to reviewing the performance of this emerging AI product from
the user’s perspective.

Typical examples are the rapid popularity of anthropomorphic
AI assistants in new energy vehicles (NEV). As an embed-
ded virtual service robot for NEV users [5], which automates
basic, repeatable, and standardized user interaction services,
it is able to play an irreplaceable role in multiple application
scenarios, such as autonomous driving and assisted driving [6].
As a representative industry of Industry 5.0, the popularity of
in-vehicle anthropomorphic AI assistants caters to the intelligent
strategy and trend of NEV [7], which accelerates the digital
transformation of the NEV industry from the design, production,
and marketing of products. Despite the significance of in-vehicle
anthropomorphic AI assistants for the NEV industry, little ex-
isting research has focused on and understood the attitudes and
experiences of NEV users toward this cutting-edge technology
[8]. User experience and responses are considered important
references to guide product design improvements and make
innovation decisions [9], thus revealing the AI anthropomorphic
interaction experience of NEV users is of particular interest to
researchers and practitioners.

In addition, according to social cognitive theory, users’ per-
ceived experiences will eventually be transformed into behav-
ioral outcomes [10], and users’ satisfaction will significantly
influence subsequent behavioral intentions [11]. This means
that the AI anthropomorphic interaction experience of NEV
users will influence the users’ satisfaction with the AI assis-
tant’s intelligent services, and the users’ satisfaction ratings
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will determine the willingness and intention to continue using
the anthropomorphic AI assistant [11], [12]. To circumvent the
potential emerging technology resistance [13] resulting from
any form of intelligent service failure or crisis of confidence,
e.g., reduced frequency of AI interaction due to erroneous voice
navigation threatening driving safety, NEV users’ anthropomor-
phic AI interaction experiences should further be separated into
two categories of user satisfaction influencing factors, enablers
and inhibitors [14], and empirically test their significant dif-
ferential impact on users’ satisfaction with intelligent services.
This is valuable for NEV companies to maintain sustained user
attractiveness and cope with emerging technology resistance
by building on their strengths and improving their weaknesses.
However, no research related to AI anthropomorphic interaction
and user satisfaction with intelligent services has been conducted
under the perspective of dual-factor analysis. This forms the first
gap in this study.

After integrating existing research findings, we have found
that studies addressing user experience and user feedback on AI
interaction have mostly focused on two dimensions: perceived
competence and social relationships. For example, usefulness,
ease of use, entertainment, convenience, information search, and
task execution functions have been shown to significantly influ-
ence the willingness to use and satisfaction with personal voice
assistants [15], [16], [17], [18]. Task attractiveness can exert an
influence on the continued willingness to use AI voice assistants
by affecting user satisfaction [12]. Functional service failures
due to incorrect or delayed recognition of voice reinforce users’
resistance to using innovative technologies [13]. In addition to
the perceived competence perspective, Choi and Drumwright
[18] argue that anthropomorphic features of AI can exert an
influence on trust and acceptance of AI interaction through
perceived empathy and interaction quality. Pelau et al. [19]
propose that the feelings of intimacy, understanding, enjoyment,
and engagement generated by AI interaction influence users’
continued willingness to use. Competence and sociality, as the
two evaluation dimensions of social cognition [10], are able to
cover the user experience of AI interaction but cannot be clearly
categorized into enablers and inhibitors of user responses
by empirical testing, ignoring the compounding effects of
the intersection between perceived competence and social
relationships on user responses, such as the repairing effect of
anthropomorphic intimate social relationships on service failure
[20]. Actually, the AI anthropomorphic interaction experience
of NEV users is essentially an emotional response to a stimulus
[21]. Considering the complexity of the user’s emotional
experience caused by the uncanny valley phenomenon, the
granularity of emotions should go beyond the typical distinction
between positive and negative, and discrete emotions can reflect
the subtle distinctions within the user experience in a more
nuanced way [21]. However, scholars have yet to focus on the
rationale and necessity of measuring complex user experiences
in terms of discrete emotions, which forms the second gap in this
study. Therefore, integrating the above two research gaps, this
study innovatively proposes the following research questions.

RQ1: Within a dual-factor theoretical perspective, how do the dis-
crete emotions generated by AI anthropomorphic interaction affect
NEV users’ satisfaction with intelligent services?

Unlike current research that uses quantified discrete emo-
tions as variables to verify some causalities [22], [23], the
researchers concluded that merely identifying the enabling and
inhibiting effects of users’ discrete emotions on the satisfaction
of anthropomorphic AI interaction is still unable to provide
NEV enterprises with more targeted product and technology
improvement suggestions and that it is also necessary to use
structural topic modeling (STM) to clarify the components of
the most influential emotions and to understand the reasons
for NEV users’ discrete emotions during anthropomorphic AI
interaction, as well as the real-time attention to the anthropo-
morphic AI interaction at different times. The biggest challenge
in analyzing user-generated content (UGC) is how to extract
valuable information from the vast amount of unstructured data.
As a disruptive text analysis technology, STM is able to gain
real-time insights and important findings from users with good
speed and accuracy [24]. This forms the third gap in this study,
and a second research question is posed accordingly.

RQ2: What are the components of the most dominant emotions that
influence NEV user satisfaction? How do users’ concerns about AI
anthropomorphic interaction change over time?

Notably, the researchers also observe that the modality of AI
anthropomorphic interaction may influence the effectiveness of
the interaction, and in turn, the evaluation of AI anthropomor-
phic interaction. However, there are currently voice assistants
that have not only anthropomorphic human-like names but also
anthropomorphic human-like figures. The fusion of multimodal
information (voice and visual) will complement and validate
the emotional cues generated by human–computer interaction
[25], which will have an impact on the emotions of NEV users
and consequently on the evaluation of AI anthropomorphic
interaction. The influence of AI interaction modality is being
formally explored for the first time in the NEV domain. To fill the
fourth research gap, we propose the following research question
to guide this study.

RQ3: How do the modalities of AI anthropomorphic interaction mod-
erate the influence of discrete emotions on NEV user satisfaction?

To answer the above questions, we attempted to obtain the
textual data needed for the study from a large amount of UGC
through data mining techniques, which break the quantitative
limitations and overly subjective drawbacks of traditional ques-
tionnaire methods. Specifically, we collected user reviews of
different NEV brands from the largest car websites in China.
Recent studies have shown that the emotions contained in the
text are more reflective of users’ true feelings toward products
and services than the textual content in online reviews [26]. The
DUTIR Emotion Lexicon is introduced to identify and quantify
discrete emotions generated by AI anthropomorphic interaction
[27], and multiple linear regressions are used to empirically test
the relationship between discrete emotions, users’ satisfaction,
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and AI anthropomorphic interaction modalities. The main emo-
tions that significantly affect user satisfaction are classified as
enablers and inhibitors, integrated within a dual-factor frame-
work, using an unsupervised machine learning approach, STM,
to reveal the constituent elements of enablers and inhibitors and
the real-time attention of NEV users to AI anthropomorphic
interaction.

The contributions of this study are mainly reflected in the
following aspects. First, adopting the text analysis method, we
creatively propose to reveal the AI anthropomorphic interaction
experience using discrete emotions based on UGC and introduce
an emotion lexicon to quantify discrete emotions. Second, the
main discrete emotions that significantly affect NEV users’
satisfaction are classified as the final enablers and inhibitors,
extending the application of dual-factor theory in the field of
users’ experience management. Third, the corpus integration
model is innovated to perform STM for topic clustering, which
clarifies the constituent elements and real-time changes of the
main discrete emotions. Finally, the moderating role of the
modality of AI anthropomorphic interaction is revealed.

II. LITERATURE REVIEW AND HYPOTHESES DEVELOPMENT

A. Users’ Satisfaction and Acceptance of Anthropomorphism
AI Assistants

AI assistants are voice-enabled integrated AI technologies
that are seen as dynamic systems with the ability to learn cus-
tomer preferences [28]. One of the most widely used consumer-
oriented AI products uses users’ inputs, such as voice, vision
(images), and contextual information to help them by answering
questions, making suggestions, and performing actions in nat-
ural language [29]. The development of NLP and visualization
technologies has made AI assistants more anthropomorphic and
enhanced their social attributes [30]. Anthropomorphism has
been defined as the tendency to attribute human characteristics,
behaviors, emotions, and intentions to nonhuman entities [31].
As conversational nonhuman agents, anthropomorphism AI as-
sistants not only provide functional services to users but also
establish a social relationship with them through human-like
clues, allowing users to have an emotional experience similar to
interacting with people [32].

Given the tremendous business value of anthropomorphism
AI assistants for users and enterprises, Statista’s industry anal-
ysis predicts that AI assistant usage is expected to grow from
3.25 billion in 2019 to 8.4 billion in 2024 [33]. However, Kinsella
[34] reported that only 24% of U.S. adults use voice commands
on a daily basis and only 30% of consumers find digital voice
assistants easier to use to solve service problems [35]. This im-
plies that user acceptance does not match the rate of popularity of
anthropomorphism AI assistants. Potential emerging technology
resistance is likely to exist as users have traditionally tended to
resist interaction with automated and AI environments [36].

Studies on users’ acceptance of anthropomorphism AI assis-
tants mostly tested the roles of factors related to technology
utilization originating from the technology acceptance model
(TAM), unified theory of acceptance and use of technology,
and the service robot acceptance model [2], [3], [37]. The

conclusions suggest that users’ acceptance of automated service
technologies should depend not only on functional performance
but also on their ability to meet social emotional and relational
needs [38]. However, fewer studies have explored the users’
acceptance of anthropomorphism AI assistants from the per-
spective of user satisfaction as a mediator [12], [39].

Satisfaction is a positive affective state associated with the
feeling of fulfillment and is the result of a comparison between
actual and expected behavioral outcomes, reflecting the user’s
emotional state and level of pleasure [39]. Satisfaction is a
crucial concept as it predicts positive behavior [40] and can
exert influence on users’ behavioral intentions after usage [11].
Various studies have shown that the main determinant of users’
intention to continue using is satisfaction [41], [42]. Therefore,
it is crucial to emphasize the importance of user satisfaction in
the acceptance of AI anthropomorphic interaction.

B. Dual-Factor Theory

The dual-factor theory states that humans have different sets
of needs, leading to a positive or negative outcome, result-
ing in satisfaction or dissatisfaction [43]. Combining Han and
Marikyan’s studies [12], [39], we argue that users’ acceptance of
anthropomorphism AI assistants is the outcome of satisfaction,
and satisfaction mediates the impact of users’ AI anthropomor-
phism interaction experience on users’ acceptance. In order to
targetedly enhance users’ acceptance of anthropomorphic AI
assistants, we have to precisely improve users’ satisfaction.
Therefore, it is essential to identify the enablers and inhibitors
of users’ AI interaction satisfaction from the perspectives of
positive and negative user experience under the guidance of
dual-factor theory. Satisfaction and acceptance can be increased
by promoting the enablers and improving the inhibitors.

Based on a satisfaction perspective, the dual-factor theory has
been widely used to understand technology acceptance behavior
[44], which also includes robot acceptance. Sharma and Mishra
[45] developed a dual-factor research model that considered
users’ perceptions of enablers and inhibitors of mobile payments
and verified that enablers positively influenced user satisfaction
and drove continued use, while inhibitors exerted a negative ef-
fect on satisfaction. Based on the dual-factor theory, Talwar et al.
[46] validated the intention of users’ positive word-of-mouth for
continued use of mobile wallets by considering perceived infor-
mation quality, perceived competence, and perceived benefit as
enablers of word-of-mouth effectiveness, and perceived cost,
perceived risk, and perceived uncertainty as inhibitors of word-
of-mouth effectiveness. Balakrishnan et al. [47] constructed a
dual-factor analysis framework that positioned status quo bias
factors as inhibitors (sunk cost, regret avoidance, inertia, per-
ceived value, switching costs, and perceived threat) and posi-
tioned the TAM as enablers (perceived ease of use and perceived
usefulness), identifying attitudes and resistance to adoption of
AI voice assistants. In the context of promoting technology
acceptance, researchers have identified different enablers and
inhibitors.

We refer to previous studies and try to measure experiences
in terms of emotions [48], considering positive AI interaction
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emotions as enablers and negative AI interaction emotions as
inhibitors, and integrate them into a dual-factor framework to
formulate research hypotheses for the enabling and inhibiting
effects of complex AI interaction experiences on satisfaction
respectively.

C. Users’ Experience, Emotions, and Satisfaction

Within the scope of consumer experience management re-
search, there are multiple ways of defining experience for users,
for example: “interactions between organizations and customers
[48],” “the collection of points at which companies and con-
sumers exchange sensory stimuli, information, and emotions
[49],” or “nondeliberate, spontaneous responses and reactions
to particular stimulation [50],” etc. In this study, the AI an-
thropomorphic interaction experience of NEV users should be
considered as the user’s specific emotional responses when
confronted with the anthropomorphic service provided by the
in-vehicle AI assistant. As an interface connecting enterprises
and users, the anthropomorphic interaction between in-vehicle
AI assistants and NEV users is essentially one of the important
channels for enterprises to maintain user stickiness and gain
continuous insight into the user experience.

Current scholars commonly identify users’ AI anthropomor-
phic interaction experiences in terms of effectiveness and so-
ciality dimensions. For example, Marikyan et al. [39] explored
the impact of experience elements such as perceived anthro-
pomorphism, perceived entertainment, perceived intelligence,
perceived social presence, and performance expectations on AI
assistants’ satisfaction. Fernandes and Oliveira [3] classified
the factors influencing the acceptance of AI assistants into
functional elements (perceived usefulness, perceived ease-of-
use, and subjective social norms), social elements (perceived
humanness, perceived social interactivity, and perceived social
presence), and relational elements (trust and rapport). Han and
Yang [12] verified that task attraction, social attraction, phys-
ical attraction, and security/privacy risk can exert a positive
influence on continued usage intentions by improving user
satisfaction.

However, we believe it is more convincing to measure NEV
users’ AI anthropomorphic interaction experiences in terms of
discrete emotions. This is because users’ discrete emotional
responses to specific stimuli are more subtle [51] and can
accommodate the complexity of anthropomorphic interaction
experiences relative to binary emotions (positive and negative).
Evidence is provided by past research. Orea-Giner et al. [52]
used text-mining techniques to explore the relationship between
emotions and sentiments generated by customers during hotel–
robot interactions and the potential impact on hotel ratings. From
the micro-, meso-, and macrolevels, Bagozzi et al. [53] classi-
fied emotions resulting from AI service interaction into basic
emotions (e.g., joy, sadness, and fear), self-conscious emotions
(e.g., pride, guilt, embarrassment), and moral emotions (e.g.,
contempt, righteous anger, social disgust). Taking the use of AI
Chatbots by employees in the digital workplace as a specific
type of AI system, Gkinko and Elbanna revealed the emotional
experience of this system: hope, tolerance, and empathy [54].

Furthermore, users’ AI anthropomorphic interaction expe-
riences identified from the competence and social dimensions
cannot be clearly classified as enablers and inhibitors. However,
there is an interactive influence between perceived competence
and perceived sociality as two evaluation dimensions of social
cognition. For example, a robot service failure might be forgiven
by the user because of its cute appearance [55] or humorous
language [20], thus masking the true negative impact of the
service failure on user satisfaction. This does not help managers
to identify and avoid potential pitfalls that undermine user satis-
faction timely. This study, therefore, uses discrete emotions that
can convey explicit attitudes to cover the functional and social
AI anthropomorphic interaction experience of NEV users.

Current mainstream methods for quantifying discrete emo-
tions mainly include machine learning-based methods, lexicon-
based methods, and hybrid methods [56], [57]. However, due to
the lack of mature annotated datasets in the Chinese and NEV
AI technology environments, which makes machine learning
methods and hybrid methods difficult and the accuracy of emo-
tion recognition is not as good as using emotion lexicons, we
choose an emotion lexicon-based approach to quantify discrete
emotions for AI anthropomorphic interaction. The specific quan-
tification process is given in Section III.

Regarding the identified discrete emotion categories, we re-
ferred to the six basic emotions proposed by Ekman [58] and
optimized them according to the chosen emotion lexicon to form
the final emotion categories: anger, disgust, fear, sadness, sur-
prise, love, and joy. As the antecedents of satisfaction, the impact
of discrete emotions on user evaluation has formed a common
conclusion [59], [60]; thus, we agree that negative emotions
such as anger, disgust, fear, and sadness negatively affect user
evaluation [52], while positive emotions, such as surprise, love,
and joy positively affect user service outcomes [61]. Therefore,
we argue that negative discrete emotions generated by AI anthro-
pomorphic interaction negatively affect NEV users’ satisfaction
and positive discrete emotions generated positively affect NEV
users’ satisfaction. Satisfaction with the AI anthropomorphic
interaction is measured using intelligent ratings provided by
NEV users, which are determined based on the metadata of the
reviews we obtained. Accordingly, we formulated the following
research hypothesis.

H1: The negative emotions generated by AI anthropomorphic inter-
action, anger (H1a), disgust (H1b), fear (H1c), and sadness (H1d),
have a significant negative impact on the intelligent rating.

H2: The positive emotions generated by AI anthropomorphic inter-
action, surprise (H2a), love (H2b), and joy (H2c), have a significant
positive impact on the intelligent rating.

D. Moderating Effect of Modalities of AI Anthropomorphic
Interaction

The development of AI interaction technology has led users to
warm up to AI agents that add anthropomorphic visual elements
besides anthropomorphic voice [62] for seeking a higher degree
of anthropomorphism interactive experience. Anthropomorphic
voice interaction is mainly reflected in the fact that AI voice
assistants have human-like voices that can distinguish between
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genders, human-like names as waking words [63], and conscious
conversations like a human. However, pieces of evidence show
that the popularity of AI interaction may also depend on its
anthropomorphic appearance. Compared to disembodied AI
agents, robots with an embodied human-like figure are more
likely to prompt social interaction [64] and have a more positive
impact on users’ acceptance.

However, this perception of anthropomorphic visual inter-
action is not rigorous as the visual cues are considered to be
static information but do not interact with users visually. A
truly anthropomorphic visual interaction should have a dynamic
embodied human-like figure. For example, when opening a car
door, a voice assistant with a human-like figure turns its head
toward you and says “Hi” with a smile.

No attention has been paid to the modalities in AI anthro-
pomorphic interaction. Compared to single-modal, multimodal
AI anthropomorphic interaction is capable of visual interaction
alongside voice interaction, and the information of voice and
visual can be consistent and complementary to each other, thus
achieving better interaction results. The dual coding theory
shows [65] that the human brain can enhance information recall
and recognition by processing information visually and verbally
simultaneously, as information between different modalities is
corroborated and complemented by each other [66]. Similarly,
emotional cues are also mutually corroborated and comple-
mented, eliminating emotional differences and enabling more
accurate emotional transmission during interaction [67].

Considering the impact of modality fusion on discrete emo-
tions, we sought to explore how the fused interaction of voice
and visual would affect the NEV user’s AI anthropomorphic
interaction experience. Specifically, how will modalities of AI
anthropomorphic interaction affect the relationship between dis-
crete emotions and intelligence rating? Accordingly, we propose
the following research hypotheses.

H3: Compared with single-modal AI anthropomorphic interaction,
multimodal AI anthropomorphic interaction significantly mitigates
the negative influence of negative emotions anger (H3a), disgust
(H3b), fear (H3c), and sadness (H3d) on intelligent rating.

H4: Compared with single-modal AI anthropomorphic interaction,
multimodal AI anthropomorphic interaction significantly enhances
the positive impact of positive emotions surprise (H4a), love (H4b),
and joy (H4c) on intelligent rating.

E. User-Generated Content and Text Analysis

In recent years, UGC has become an increasingly impor-
tant source of information for enterprises and consumers, with
millions of users posting reviews on various platforms, such
as Amazon, TripAdvisor, and Yelp. These reviews not only
provide textual content but also valuable insights to identify
users’ emotions and experiences. After experiencing products
or services, users write and post various reviews related to
feelings and feedback, which are authentic and timely, reflecting
their true opinions and reactions [68]. The popularity of social
media and online platforms has led to an explosion of online
reviews, which has led to an increased focus on obtaining users’
perceptions and experiences of product usage from their reviews

[21]. Unlike traditional methods that rest on questionnaires,
interviews, and focus groups to capture users’ real needs and
determine product development and marketing strategies, UGC
offers managers new and abundant data opportunities to measure
consumer perceptions, attitudes, and intentions as a high-quality
alternative source of information [69].

Several recent studies on human–computer interaction have
used text mining and analysis techniques to not only reveal users’
concerns about text contents but also to identify and quantify
users’ emotional experiences. Park et al. [70] used a text-mining
approach to examine the impact of multiple dimensions of
hotel service robot attractiveness on customer emotions from
online reviews. Filieri et al. [57] verified that consumer emotions
shared in online reviews are critical in predicting consumer
willingness to adopt service robots. Huang et al. [71] developed
a framework for representing the customer experience of service
robots through the analysis of reviews from the hospitality and
tourism industry, providing insight into customer–robot inter-
action in terms of sensory, conative, cognitive, and emotional
experiences.

The empirical examination of the relationship between NEV
users’ AI interaction emotions and intelligence rating is able to
classify the main emotions that significantly affect user satisfac-
tion into enablers and inhibitors, but it is not able to trace the
components of the main emotions and reveal the deeper reasons
for the creation of enablers and inhibitors. The user’s emotional
experience is not static; as the time of usage and the frequency
of interaction increase, the users may encounter an emotional
turnaround due to the lack of novelty or the failure of the service
[72]. This study attempts to identify the generation causes and
real-time changes in the emotional experience of NEV users
based on text clustering results with the help of a subversive text
analysis method STM.

III. METHODOLOGY AND IMPLEMENTATION

In Fig. 1, we build the overall framework of the research
design and reveal the specific process of data acquisition and
analysis.

A. Data Acquisition and Preparation

The NEV online reviews used in this study come from the
CarFriend forum of the DCar website. As one of the largest
online platforms for car information and transactions in China,
it only allows real car owners to share their car experiences and
evaluation results. However, this source of high-quality textual
data has not received much attention from scholars in UGC-
related studies.

In-vehicle AI anthropomorphic assistants can be separated
into two categories: single-modal (voice) and multimodal (voice
and vision). For example, BYD gives a human-like name (Xi-
aodi) to its AI assistant but only supports voice interaction. NIO’s
AI assistant has an embodied human-like figure in addition to
a human-like name (Nomi) and supports both voice and visual
interaction.

Combining the sales and market share of NEV in China, we
select BYD as a sample for single-modal AI anthropomorphic
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Fig. 1. Overall framework for research design.

interaction and select Li Auto, NIO, and Xpeng as samples for
multimodal AI anthropomorphic interaction. The underlying
technology for the above NEV brands’ AI voice assistants is
provided by the same intelligent voice company iFLYTEK,
which occupies the largest market share in China’s automotive
intelligent voice interaction field, so they are comparable in
terms of technology and quality. We developed an automated
data crawler using Python to collect a total of 41 329 reviews of
all the vehicle products released from June 1, 2018 to October
31, 2022. Among them, 20 538 reviews are from BYD, consti-
tuting database A for single-modal AI anthropomorphic inter-
action, and 20 791 reviews are from Li Auto, NIO, and Xpeng,
which constitute database B for multimodal AI anthropomorphic
interaction.

To reduce the interference of noisy data, we need to restrict
our attention to the paragraphs related to “AI anthropomorphic
interaction.” Therefore, we must set keywords to filter the valid
comments. To make the filtering of reviews more scientific and
to ensure the maximum amounts of valid reviews, we have
not set all the filtering keywords manually but first set five
seed words “Artificial Intelligence,” “Voice,” “Visual,” “An-
thropomorphism,” and “Interaction,” where “Visual” is only for
Database B, the other four seed words are both for Database A
and Database B. Then a machine learning algorithm with a word

embedding model is employed to obtain extended keywords
with similar meanings to the seed words [73]. Finally, the valid
reviews containing the seed words and the extended keywords
are filtered from the database A and B. The specific steps are as
follows.

First, building the word-to-vector model. Word2vec, a
general-purpose word embedding model, maps uncomputable,
unstructured words to computable, structured numeric vectors
[74] and is used to quantitatively mine word-to-word relation-
ships to better understand the semantic similarity between any
given word and with other words in a database [75]. To create the
Word2vec model, we perform text cleaning, including Chinese
Jieba splitting, removing punctuation, numbers, stop words, and
meaningless symbols, etc. The training of the Word2vec model is
done by the Gensim library in Python. After training, all words
in database A and database B, including the five seed words,
are transformed into a 300-dimensional vector representing the
meaning of the word.

The cosine similarities between the seed word vector and the
other word vectors are then calculated and ranked. The top 1000
words that are most closely associated with the seed word vector
(highest cosine similarity) are listed and manually checked
to eliminate any ambiguous, inappropriate words that are not
relevant to the topic. In the end, only 358 extended keywords
are retained, which together with the 5 seed words constitute
the final list of filtered keywords. After filtering, 14 483 valid
reviews remained in database A and 7998 valid reviews remained
in database B.

B. Lexicon-Based Discrete Emotions Quantification

Emotion lexicons consist the words representing specific
emotions. The emotional tendency and intensity contained in
each review are determined by matching the emotion words
in the emotion lexicon and text database [76]. However, main-
stream emotion lexicons such as NRC [77] are better at emotion
analysis for English texts than for Chinese texts. This is due to the
semantic bias of the emotion words in the emotion lexicons when
translated into Chinese, resulting in less accurate recognition
and classification of emotions. Therefore, to correctly identify
the emotion categories of Chinese reviews, we chose to use the
Emotion Lexicon Ontology Database of the Dalian University
of Technology Institute of Information Retrieval (DUTIR) as a
Chinese emotion lexical resource.

The DUTIR Emotion Lexicon is based on Ekman’s six major
categories of emotions (anger, disgust, fear, joy, sadness, and
surprise), with the addition of the emotion category “good” to
provide a more detailed classification of positive emotions [78].
Considering the appropriateness of the Chinese expression and
the results of existing research [61], we rename the emotion
category “good” to “love.” Furthermore, while generalizability
is an essential strength of the DUTIR Emotion Lexicon, it also
means that the lexicon lacks specific emotion words for NEV
and AI interaction scenarios. To compensate for this absence
of data sources, we count and rank the word frequencies of text
databases A and B. Three social science researchers are recruited
to manually select 157 high-frequency emotion words related to
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TABLE I
EMOTION CATEGORIES IN DUTIR EMOTION LEXICON ONTOLOGY DATABASE

Fig. 2. Graphical illustration of the STM approach.

NEV and AI interaction to be added to the DUTIR Emotion
Lexicon. The final emotions are divided into 7 major categories
and 21 subcategories, with a total of 27 623 emotion words.
Table I presents the final emotion classification of the DUTIR
Emotion Lexicon.

For an operational approach to quantify discrete emotions in
valid reviews using the DUTIR Emotion Lexicon, we refer to the
research of the authors in [79] and [80]. The discrete emotions
featuring scoring mechanism is used to construct a discrete emo-
tion feature space containing seven emotion dimensions. The
structure of the emotion dimensions is described as: DE < Joy,
Love, Anger, Sadness, Fear, Disgust, Surprise >. The feature
scores of discrete emotions in each dimension are measured by
the ratio of the number of specific emotion words contained
in a review to the total number of words in the review. For
example, the process of calculating the emotion feature score for
the LOVE dimension contained in review x can be represented
by the following equation:

DEx < love >

= (love − relatedwords/words in a review) ∗ 100.

C. Structural Topic Modeling

Topic modeling is an unsupervised machine learning method,
which is suitable for analyzing UGC, such as online reviews [81].
This series of methods checks the cooccurrence relationship

between words in a text document and outputs a set of words with
high cooccurrence probability, namely, the topic. We choose
STM [82] because of the advantage that it allows merging the
metadata of data samples to explain local popularity [81], [82].
Fig. 2 shows the illustration of STM and visualizes the text
analysis process. The key processes of STM can be summarized
as follows.

STM is a hierarchical model, in which the prevalence of each
topic of document d (denoted as θd) is derived from the logical-
normal distribution, and its average value is a function of the
document covariate Xd. In this article, the document d represents
a comment provided by visitors

θd ∼ LogisticNormal
(
Xdγ ,

∑)
.

Then, given the topic-popularity vector, a specific topic zd,n
is associated with the position that needs to be filled through
the following process, where n is the index of each word in
document d:

zd,n ∼ Multinomial (θd) .

Next, assign the words wd,n of each document to the topics

wd,n ∼ Multinomial (βd,z)

where βd,z is the probability of choosing a vocabulary word w to
fill a certain position in document d given the topic assignment
variable z.
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STM is considered to be superior in mining valuable users’
insights and real-time focus from unstructured data. For exam-
ple, Yang and Han [83] used STM to conduct a real-time survey
of the UGC on Twitter to reveal the impact of COVID-19 on the
hospitality industry, the challenges it faces, and the industry’s
response. Bai [84] explored the impact of visitor experience
on visitor satisfaction in theme parks over time using dynamic
visitor-generated review data.

IV. ANALYSIS

A. Model Specification, Variables, and Measures

One of the critical objectives of this study is to investigate the
influence of discrete emotions generated by in-vehicle AI an-
thropomorphic interaction on NEV users’ intelligent service sat-
isfaction and to examine the moderating effect of the modalities
on such influence. In conjunction with the research hypothesis
presented in this article, we employ multiple linear regressions
to construct a hypothesis-testing Model. The model constructed
is defined as follows:

Intelligent rating = β0 + β1(Angeri) + β2 (Disgusti)
+ β3(Feari) + β4 (Sadnessi) + β5(Surprisei) + β6(Lovei)
+ β7(Joyi) + β8(modalityi) + β9(Angeri × modalityi) +
β10(Disgusti × modalityi) + β11(Feari × modalityi) +
β12(Sadnessi × modalityi) + β13(Surprisei × modalityi)
+ β14(Lovei × modalityi) + β15(Joyi × modalityi) +
β16(reviewer expertisej) + β17(review lengthi) + εi,j where
β0 is the intercept term, βi (i = 1,2 …17) is the regression
coefficient, i represents the review, j represents the reviewer,
and εi,j is the residual term.

The intelligence rating of the NEV in each review is used as the
dependent variable. The DCar website allows for online ratings
on the intelligence experience of the NEV users, reflecting users’
satisfaction with intelligent service, such as AI voice interaction.
A 5-point scale is used, with 1 representing very unintelligent
and 5 meaning very intelligent.

The independent variables are the discrete emotion scores
contained in each review, which measure the intensity of emo-
tions generated by the AI anthropomorphic interaction. These
emotions express the complexity of the AI anthropomorphic
interaction experience. Among them, Joy, Love, and Surprise
are regarded as potential enablers, and Anger, Sadness, Fear,
and Disgust are regarded as potential inhibitors.

The moderating variable is the modality of AI anthropomor-
phic interaction and is a dummy variable. It takes the value
of 0 if only single-modal AI anthropomorphic interaction is
supported, and 1 if multimodal AI anthropomorphic interaction
is supported.

To avoid potential confounding effects and to make the test
more convincing, we select review length [85] as control vari-
ables in the review content dimension and choose reviewer
expertise [86] as control variables in the reviewer characteristics
dimension. However, the regression results show that the effects
of all of the above control variables are negligible (with coeffi-
cients close to 0) and are, therefore, not specifically analyzed in
the subsequent section.

B. Empirical Analysis

Prior to conducting the multiple linear regressions, this study
examined the multicollinearity in the regression analysis. The
result shows that none of the correlation coefficients between the
variables exceed 0.286 and are much less than 0.5, indicating a
low correlation between the variables. In addition, the variance
inflation factors (VIF) of the variables are all distributed between
1 and 1.1, well below the commonly determined threshold of 10,
and the tolerances (1/VIF) are all greater than 0.1. Therefore, the
results of the regression analysis are not significantly affected by
the problem of multicollinearity. We perform a multiple linear
regression on the constructed Model through Stata software and
Table II illustrates the results, where M1–M9 stand for Models
1–9, respectively.

Model 1 contains only independent variables and reveals the
direct effects. Using Model 1 as the baseline model, moderat-
ing variables and interaction terms are added to Models 2–8,
respectively, and Model 9 contains the full range of variables.

Model 1 indicates that among the negative emotions, anger
and disgust have a significant negative effect on the intelligence
rating. Of which, the weakening effect of anger (−1.764) is
stronger than that of disgust (−0.952). This may be because the
anger generated by the failure of AI anthropomorphic interaction
brings stronger dissatisfaction and resistance to intelligence.
This coincides with current research findings that emotional
intensity affects the rating of online reviews [87]. In contrast, fear
and sadness do not have significant effects on intelligence rating;
we speculate this is due to the low frequency and probability
of the two emotions being triggered by AI anthropomorphic
interaction in driving scenarios. Ultimately, H1a and H1b are
supported but H1c and H1d are rejected.

Within the positive emotions in Model 1, surprise, love, and
joy all exert significant positive effects on intelligence rating.
Among them, surprise (1.464) has a stronger contribution than
love (0.264) and joy (0.119). This indicates the unexpected
surprises brought about by AI anthropomorphic interaction can
make users feel more satisfied. Therefore, H2a, H2b, and H2c
pass the test.

Models 2 to 5 demonstrate that the modality of AI anthro-
pomorphic interaction can significantly and positively moderate
the relationship between negative emotions (except for anger)
and intelligent rating. It is worth noting that multimodal AI
anthropomorphic interaction fails to alleviate the negative effect
of anger on intelligence rating, perhaps because the emotional
polarity of anger is too extreme, leading to a strong distrust
of intelligence among users [88]. Although sadness does not
demonstrate a significant role in the main effect of Model 1,
the addition of the interaction modality alters the significance
of sadness and mitigates its negative effect on intelligent rating
in Model 5. We think this might have something to do with the
two-sided nature of the effectiveness of multimodal interaction,
where a bad multimodal interaction causes sad emotions, such as
disappointment and significantly reduces user satisfaction, while
a wonderful multimodal interaction amplifies positive emotions
to counteract user dissatisfaction. But before and after the ad-
dition of the interaction modality, fear consistently remained
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TABLE II
MULTILINEAR REGRESSION RESULTS

nonsignificant. So, H3a and H3c fail to pass the test, and H3b
and H3d are supported.

Similarly, From Models 6 to 8, the modality of AI anthropo-
morphic interaction also significantly and positively moderates
the relationship between positive emotions (surprise, love, joy)
and intelligent rating. This can be attributed to the fact that
the fusion of visual and voice facilitates the association, com-
plementarity, and corroboration of emotional cues, eliminating
emotional gaps between different modal information [25] and
improving the emotional experience of anthropomorphic inter-
action. Thus, H4a, H4b, and H4c are all supported. And in Model
9 all-variable regression, our conclusions are further verified.

Based on the change in significance of the variables and
their contribution to the dependent variable from Models 1
to 9, among the seven discrete emotions, we have identified
only disgust and love as being able to maintain a consistently
significant influence on intelligent rating. Love and disgust are
also considered to be the ultimate enablers and inhibitors. We
will explore the components of the two most influential emotions
by means of topic clustering in Section IV-C.

C. Topic Clustering Analysis

Regression analyses can only reveal the effect of discrete
emotions of NEV users on intelligent rating but they cannot
indicate the reasons why this effect occurs. To this end, we de-
cided to apply the STM method to cluster topics for the two most
influential emotions, Love (enabler) and Disgust (inhibitor), in
order to clarify their constituents and real-time changes. First,
we need to construct a specific corpus; then, construct the model
and estimate the optimal number of topics; next, filter the topics

and assign topic labels; finally, visualize the prevalence of each
topic over time.

In order to conduct topic clustering on the two most in-
fluential emotions, we first need to construct the corpus of
specific emotions. In this study, Mehraliyev et al.’s [89] sensory
dimension classifier and Liu et al.’s [61] emotion dimension
classifier are referenced for text classification. First, reviews
containing disgust and love emotion words are identified in the
database A and B, respectively. Then, the sentences containing
the disgust and love emotion words in each review are further
tracked. Finally, the modalities and emotions are distinguished
and the sentences tracked are extracted and linked to form the
corpuses. Python executed text classification and tracking. The
final set of Modality × Emotion corpuses is constructed, includ-
ing Single-modal × Love corpus, Multimodal × Love corpus,
Multimodal × Disgust corpus, and Single-modal × Disgust
corpus. We will perform topic clustering on these corpuses
to uncover the constituent elements of the two emotions in
the different modalities. The process of text classification and
tracking is listed in Fig. 3.

In contrast to other methods in the category of topic modeling
methods, STM is unique in allowing the interpretation of topic
popularity in conjunction with metadata from data samples [90].
For example, in our study case, metadata refers to the infor-
mation related to online reviews, such as review created time,
vehicle purchased time, review votes, and additional reviews.
Therefore, we define two covariates, namely “review votes” and
“vehicle purchased time.” We apply STM to Modality × Emo-
tion Corpuses. In other words, we consider each corpus as a
document. In STM, a document is defined as a mixture of topics,
which means that a document consists of multiple topics [91].
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Fig. 3. Visualization process of creating the Modality × Emotion Corpuses.

Thus, a corpus is a mixture of topics, and a topic is a mixture
of words, where each word has a probability of belonging to a
particular topic. The stm package [92] in R was used to build the
model. The prevalence function is shown as

prevalence ∼ reviewvotes + s (vehicle purchased time)

where s is a smoothing function of vehicle purchase time, and
review votes is a topic popularity covariate indicating how many
useful votes a review received.

The number of topics K is one of the most crucial user-
specified parameters in STM, which helps in the substantive
interpretation of the modeling results [93]. Using the function
SearchK from the stm and furr packages in R, we evaluate
models trained in parallel on sparse matrices with a range of
different K values, i.e., from 3 to 15. The K value is not deter-
mined to maximize the fit [94] but should depend on the intrinsic
nature of the corpus [95]. The textual data contained in the four
corpuses are relatively homogeneous, so the K value should not
be large. By comparing the variation of the fit metrics in the
y-axis (Held-out Likelihood, Semantic Coherence, Residuals,
and Lower Bound) corresponding to the different K values in the
x-axis shown in Fig. 4, we identify the optimal number of topics
(K values) for each corpus refer to Han et al.’s [24] justification,
in which K = 7 is selected for Single-modal × Love Corpus;
K = 9 is selected for Multimodal × Love Corpus; K = 9 is
selected for Multimodal×Disgust Corpus; and K= 5 is selected
for Single-modal × Disgust Corpus.

Based on the number of topics determined for corpuses, we
execute the STM four times separately. The STM outputs a
list of top words and a large number of representative review
examples for each of the topics in the four corpuses. These words
occur most frequently in the topic and least frequently in other
topics, which can distinguish one topic from the others. Two

social science researchers in the field of digital marketing and
anthropomorphic brand management are recruited to determine
the allocation of topic labels by analyzing the top words and
representative review examples of the topics.

To explore the components of emotions generated by AI
anthropomorphic interaction in a more focused manner, the
topics generated in each corpus that are irrelevant to AI anthro-
pomorphic interaction are eliminated in the process of topic label
assignment. After filtering, Single-modal×Love Corpus retains
four of the seven topics; Multimodal × Love Corpus keeps four
of the nine topics; Multimodal × Disgust Corpus maintains four
of the nine topics; and Single-modal × Disgust Corpus holds
two of the five topics. In Table III, each corpus is considered a
quadrant, and we report the labels, ratios, and top ten words of
topics retained in each quadrant.

To display the changes of the prevalence of each topic in
the Modality × Emotion Quadrants over time, we plot the
prevalence of each topic in Fig. 5 as a smoothed function of
the time of car purchase, where the x-axis is the time series
and the y-axis is the proportion of topics, measuring prevalence.
It facilitates us to explore the dynamic trends of the constituent
elements of disgust and love emotions over time, so as to explore
the opportunities of technological innovation breakthroughs in
the trends.

V. RESULTS AND DISCUSSION

A. Topics in the Single-Modal × Love Quadrant

The four topics in the Single-Modal × Love Quadrant reveal
the components of the love emotion, providing crucial clues to
explore the popularity of voice interaction technology.

Based on the top words of Topic 7 (The sense of high-tech en-
hanced by design) and the representative review examples listed,
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TABLE III
TOPIC LABELING IN THE MODALITY × EMOTION QUADRANTS
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Fig. 4. (a) K of Single-modal × Love Corpus. (b) K of Multimodal × Love
Corpus. (c) K of Multimodal×Disgust Corpus. (d) K of Single-modal×Disgust
Corpus.

it is easy to see that as a carrier of AI voice interaction in the
vehicle, the technological design elements of the center control
screen (larger screen size, rotatable screen, etc.) can enhance the
users’ high-tech perception of AI voice interaction, resulting in
a more enjoyable AI voice interaction experience. Elshan et al.
[96] verified multiple relationships between design elements and

user acceptance of AI interaction, which supports our findings.
Although Topic 7 currently has the highest proportion (21.54%)
in this quadrant, it is obvious from Fig. 5(a) that the attention
to a high-tech design is rapidly declining, perhaps because with
the current surge in domestic NEV brands, technology-enabled
center control screen designs have become more common and
users are no longer attracted by the exterior design, with the
focus on intelligence gradually returning to the functionality
and effectiveness of the AI voice interaction in vehicles.

[Topic 7 The sense of high-tech enhanced by design] “Interior: The
design of the interior felt very high-tech when I first saw it, with a
15.6-inch rotatable center screen that is bursting with technology,
smooth to use and strong in voice recognition. I think this is a great
design.”

Based on representative examples of reviews, Topic 2 (The
sense of security from artificial intelligence) expresses the users’
recognition of the sense of security brought by AI voice inter-
action. Existing research has revealed that in-vehicle AI voice
interaction not only reduces safety risks by reducing driving
distractions [97] but also reduces driving hazards by alleviating
users’ negative emotions through emotive voice communication
[98]. In Fig. 5(a), the sense of security brought about by the
NEV’s powerful AI voice interaction function is generally on an
upward trend but has been fluctuating since 2021 perhaps due
to the high breakdown frequency of vehicle-machine systems
over the past two years, causing users to be concerned about the
intelligence level of NEV.

[Topic 2: The sense of security from artificial intelligence] “Voice
control: Voice control is very sensitive, a “Hello Di” takes care of
everything, completely freeing up the user’s hands and eliminating
the need for distractions to affect safety.”

Topic 3 (Better convenient and comfortable experience) and
Topic 1 (Better driver-assist and entertainment experience) focus
on expressing drivers’ enjoyment of the better convenience,
comfort, assisted driving, and entertainment experience brought
about by AI voice interaction. As Fig. 5(a) shows, concerns about
Topic 3 and Topic 1 will continue to trend upward, even if the
safety problems of the last two years have made some negative
impact on the assisted driving experience.

B. Topics in the Multimodal × Love Quadrant

The four topics in the Multimodal × Love Quadrant uncover
the constituent elements of love emotion. We compare the topics
of Multimodal × Love Quadrant and Single-Modal × Love
Quadrant to analyze the influence that the incorporation of
anthropomorphic visual interaction, based on voice, exerts on
the love emotion. An attempt is made to uncover the changes in
the components of the love emotion due to modality differences
of the AI anthropomorphic interaction.

Based on the output top words and representative review
examples, Topic 7 is labeled as Perceived warmth in AI an-
thropomorphic interaction. It is the most obvious variation in
the components of the love emotion following the addition of
anthropomorphic visual interaction. Warmth is considered to be
a feeling of closeness and friendliness [10], a core component of
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Fig. 5. (a) Topic prevalence over time in the Single-modal × Love Quadrant. (b) Topic prevalence over time in the Multimodal × Love Quadrant. (c) Topic
prevalence over time in the Multimodal × Disgust Quadrant. (d) Topic prevalence over time in the Single-modal × Disgust Quadrant.

the human essence [99]. Visual avatar such as “Nomi” gives the
disembodied AI voice agent in the vehicle an embodied human-
like figure, enabling the drivers and passengers (especially kids)
to feel the warmth as friends during the AI interaction, which
helps to close the psychological distance between human and AI
agents [1]. During AI anthropomorphic interaction, Nomi con-
veys a fusion of visual and voice, which amplifies the emotional
power of warmth and reinforces the love emotion. The focus on
perceived warmth in Topic 7 has grown exponentially since the
end of 2021, when multimodal AI anthropomorphic interaction
began to be used as an influential emotional marketing strategy
in several NEV brands.

[Topic 7: Perceived warmth in AI anthropomorphic interaction] “In
terms of human–car interaction, I feel like I have an extra friend,
especially “Nomi.” The first thing I feel when I get in the car every
day is the “Good morning” from Nomi, which makes me feel very
warm. With Nomi it’s not just a car, it’s a friend with a warm heart.”

Similarly, the integration of voice and visual modalities en-
hances the level of intelligence of the AI anthropomorphic
interaction. Due to the addition of anthropomorphic visual in-
teraction, the AI interaction is improved and the drivers receive
more visual feedback, especially when active interaction occurs,
for example, when Nomi turns into a greeting emoji and says
“Hello” when the driver gets into the car. Therefore, Topic 5
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is labeled as Perceived intelligence in AI anthropomorphic
interaction, and its trend over time and the reasons for it are
similar to Topic 7 due to the widespread use of multimodal AI
anthropomorphic interaction techniques. Also, the topic focused
on the Single-Modal × Love Quadrant receives the same atten-
tion in the Multimodal × Love Quadrant. This suggests that the
modality differences do not have a significant influence on the
perceived convenience, perceived usefulness, and safe driving
focus in Topic 3 (Better convenient and safe driving experience).

It is notable that we have discovered interesting phenomena
again in Topic 1 (Virtual companion and customized enter-
tainment experience). The visual AI voice assistant such as
Nomi plays the role of a virtual companion that functions as
a safety reminder and mood regulator when driving alone [98],
alleviating drivers’ isolation [100]. Moreover, richer customized
entertainment experiences are obtained by changing the visual
anthropomorphic figures of the AI voice assistant. According to
Fig. 5(b), Topic 1 has shown a surge since 2022, which may be
related to the recent customization marketing strategies adopted
by the NEV companies, such as the Nomi option and exterior
products.

[Topic 1: Virtual companion and customized entertainment experi-
ence] “Nomi I particularly like, it enhances the intelligence of the
whole car, I sometimes talk to Nomi when I am driving alone, Nomi’s
expressions change to give a feeling of companionship, naughty
Nomi makes me feel like I have a friend with me all the time, no
more boredom when I am alone.”

C. Topics in the Multimodal × Disgust Quadrant

The Multimodal × Disgust Quadrant also contains four
definitively labeled topics that reveal the components of disgust
emotion. We compare the topics of the Multimodal × Disgust
Quadrant and Multimodal × Love Quadrant in an attempt to
uncover the reasons for the emotional differences of the users
confronted with multimodal AI anthropomorphic interaction.

We first analyze the four topics in this quadrant overall and
find that all of them are related to technical support. Topic 2
suggests that the reasons for drivers’ disgust are frequent net-
work interruptions and untimely system upgrades. The former
is perhaps owing to the inability to achieve network coverage
in remote areas or interference with signal reception. Without a
network, multimodal AI anthropomorphic interaction will not
be of any use. The latter is due to cost considerations, the
vehicle-machine systems will not be as up-to-date as it was in the
past; this means that drivers will have to endure a system with
bugs for a certain period of time. Topic 1 indicates that drivers
suffer from slow response and awkward error recognition. This
may be attributed to the lack of accuracy and sensitivity in
recognition, or it may have been suffered from the network and
system breakdown of Topic 1. Topic 6 argues that drivers are
dissatisfied with the low rate of voice recognition due to noise
pollution, which implies that poor sound insulation in NEV will
be a hidden hazard affecting the AI interaction experience. Topic
5 points out the issue of the low level of voice customization
and dialect recognition, which denotes that there is still space
for improvement in pervasiveness and individualization.

This explains why the same multimodal AI anthropomorphic
interaction produces differences in emotions. NEV users enjoy
the benefits and experience of multimodal AI anthropomor-
phic interaction, but the lack of technical support causes the
interaction to fail, resulting in a poor experience and disgust
emotion. According to Fig. 5(c), only Topic 6 has recently
shown a decreasing trend, which means that NEV companies
have improved in isolating noise interference from AI voice
interaction. However, the remaining topics all show an overall
upward trend, which implies an intense conflict between the
strong demand for AI voice interaction and the unstable AI
technology support, resulting in a sharp increase in the attention
to the corresponding topics.

D. Topics in the Single-Modal × Disgust Quadrant

Finally, Topic 2 (Vehicle–engine interaction system with de-
layed response) in the Single-Modal × Disgust Quadrant is still
concerned with the technical issues of AI interaction, showing
that the modality differences do not shake the focus on technical
issues in the disgust emotion. In addition, Topic 3 (High costs of
AI interaction) also raises the issue of the cost of AI interaction,
mainly the cost of network traffic. This is probably because
NEV companies implemented the policy of giving away Internet
traffic during the initial launch of new vehicles, but as time spent,
users have to cover the extra-budgetary costs of Internet traffic
in order to maintain their usage habits.

VI. CONCLUSION AND IMPLICATIONS

A. Conclusion

Based on a dual-factor perspective, applying the DUTIR Emo-
tion Lexicon and STM, this study aims to find the enablers and
inhibitors of NEV users’ satisfaction from the discrete emotions
triggered by in-vehicle AI anthropomorphic interaction and to
address the potential emerging technological resistances in NEV
domain. New insights are provided into the improvement direc-
tions and development opportunities for anthropomorphic AI
assistants based on the constituent elements of love and disgust
emotion and their real-time variations. Our findings cater to the
intelligent strategy of NEV in Industry 5.0 and have significant
implications for the NEV industry and academics, as well as for
other industries facing resistance to emerging technologies.

B. Theoretical Implications

The theoretical implications of this study are mainly reflected
in the following aspects. First, this study selects the DCar
website, a text data source that has not yet received much
attention, and trains a Word2vec machine learning model to
filter valid text data with high accuracy, guaranteeing the high
quality of the data used in this study. Discrete emotions related
to AI anthropomorphic interaction in NEV reviews are extracted
and quantified through the DUTIR Emotion Lexicon, which
provides feedback on the complex emotional experiences of
NEV users. Our study differs from previous binary sentiment
analysis (positive and negative) in filling the gap of discrete
emotions research in the domain of NEV and AI interaction,
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expanding the research scenario of the dual-factor theory, and
is a useful attempt to apply emotion analysis techniques to user
experience management.

Second, the feasibility and rationality of utilizing the user’s
emotion feedback to improve the satisfaction of AI interaction
have been verified through multiple linear regression and STM.
The findings innovatively illustrate the underlying mechanism,
whereby anthropomorphic features and multimodal can improve
the effectiveness of AI interaction, providing a theoretical basis
to improve AI techniques and cope with the emerging technol-
ogy resistance based on users’ discrete emotions.

Finally, we demonstrate the superiority and effectiveness
of STM. We innovatively construct a set of multidimensional
corpuses of Modality × Emotion and further explore the com-
ponents of love and disgust emotion. The effects of modality
differences on the components of emotion are analyzed under
the same emotion, and the causes of emotion differences are
identified under the same modality. Notably, we fill a research
gap on how to unlock the value of unstructured “real-time” data
in the NEV industry.

C. Managerial Implications

This study also provides some managerial implications. First,
we provide a technical approach based on UGC identification
and real-time attention to users’ emotions, which is an inspi-
ration for NEV companies to identify the users’ AI interaction
experience and maintain continuous product improvement. Sec-
ond, in terms of multimodal and anthropomorphic perspectives,
it reveals the reasons for user dissatisfaction from the negative
emotions and clarifies the reasons for user satisfaction from
the positive emotions, which provides directional guidance for
product acceptance enhancement and application promotion and
is able to effectively avoid potential technological resistance due
to unsatisfactory experience. Finally, operational improvement
guidelines are provided for third-party websites. Advanced emo-
tion analysis algorithms should be used to recognize and label the
types of emotions in NEV reviews, guiding NEV companies to
access the platforms and leverage the advantages of third-party
websites to pay attention to users’ real-time emotional variations
and respond agilely to their intelligent concerns.

D. Limitations

This study still has certain limitations requiring improve-
ment. First, only Chinese reviews from a single car website are
selected, and no reviews in other languages, such as English
are collected, resulting in a too-homogeneous sample source
and sample data, which may bias the results of the emotion
analysis. In future studies, we consider collecting review data
from multiple third-party websites in multiple languages. Sec-
ond, only a single emotion lexicon is selected and the accuracy
of the emotion analysis results has not been critically evalu-
ated. Future research plans to use multiple emotion analysis
techniques, including machine learning and hybrid techniques.
Third, the small number of NEV brands supporting multimodal
AI anthropomorphic interaction results in a too short time se-
ries of data, which negatively affects the topic prevalence of
STM.
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