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Abstract

The economics of data centres and cloud computing services have pushed hardware and

software requirements to the limits, leaving only very small performance overhead before

systems get into saturation. For Application Service Management–ASM, this carries the

growing risk of impacting the execution time of various processes, resulting in reduced

Quality of Services–QoS. In order to deliver a stable service at times of great demand for

computational power, enterprise data centres and cloud providers must implement fast and

robust control mechanisms that are capable of adapting to changing operating conditions

while satisfying Service–Level Agreements–SLAs. In ASM practice, there are normally

two methods for dealing with increased load. The first approach increases computational

power by typically allocating additional machines, which must be available, waiting idle,

to deal with high demand situations. The second approach releases load by terminating

incoming actions that are considered less important to new activity demand patterns,

throttling, or rescheduling jobs. Adaptive/automatic termination of processes, tasks or

actions is not normally considered by most modern cloud platforms, or operating systems.

However, it is administrators’ common practice to manually end, or stop, tasks or actions

at any level of the system, such as at the level of a node, function, or process, or kill a long

session that is executing on a database server. In this context, adaptive monitoring and

control of actions termination remains a significantly underutilised subject of ASM and

deserves further consideration. That may be eminently suitable for systems with harsh

execution time SLAs, such as real–time systems, high requirements of QoS standards, or

systems running under conditions of hard pressure on power supplies, systems running

under variable priority, or constraints set up by the green computing paradigm.

In this vein, the thesis investigates adaptive monitoring and actuation, and the relevant

control challenges. It contributes a new framework and methods for identifying relevant

dimensions in Enterprise Systems and selecting features, creating causal models, and de-

composing metrics signals that can be exploited for more efficient action termination.

These methods are integrated in adaptive control emulators and actuators powered by

neural networks. The controllers are used to adjust the operation of the system to nav-

igate to better conditions in environments with established SLA and QoS improvement

goals. The improvements can be seen from both systems performance and economics per-

spectives. The behaviour of the proposed control framework is evaluated using complex

load and service agreements scenarios of systems compatible with the requirements of on–
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premises, elastic compute cloud deployments, server–less computing, and micro–services

architectures.
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Chapter 1

Introduction

“Nemo nisi per amicitiam cognoscitur - No one learns except by friendship”
...one must like a subject in order to study it

“If you can’t explain it simply, you don’t understand it well enough.”
— Albert Einstein (1879 – 1955)

This chapter introduces the problem and presents the aims and objectives of the research.
It elaborates on the motivation and rationale of the approach used, and outlines the
structure of the thesis and its contributions.

1.1 Background

In recent years, a trend has been building that is propelling Enterprise Information Sys-
tems (EISs) towards more distributed, heterogeneous, service–oriented, and therefore in-
creasingly complex infrastructures. This trend is based on the fact that modern systems
cover larger and larger functional areas, and as a result, they need to become more scal-
able and reliable. Moreover, they should be able to run independently and be integrated
with a growing number of diverse tools operating in an organisational environment. The
integration with existing on–premises deployed environments and the use of cloud com-
puting services allow the enterprise to expand towards bigger computational ecosystems,
confirming the overall distributed computing trend.

Almost every large organisation has an enterprise system that is typically offering high
quality of service, deals with large volumes of data, and is capable of supporting the or-
ganisation’s business processes. Rapid changes in the market generate a constant need
for modifications, or, sometimes, redesign and re–implementation of significant parts of
the systems. Very often, such organisations release newer versions following Agile (Fowler
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2 Chapter 1. Introduction

and Highsmith, 2001; Martin, 2002) and Lean (Poppendieck and Poppendieck, 2003) soft-
ware engineering principles to modify iteratively existing implementations of their internal
business processes in a continuous improvement exercise. A far more frequent cycle of
modification is implemented with the use of system configuration. The application level
parameters tuning and control cycle is depicted in Figure 1.1 in terms of six stages: moni-
toring, processing target Key Performance Indicators (KPIs), data collection, evaluations
and control actuation on a system, where the response is monitored in a full context of
hardware and software dynamics.

Because of the frequency of changes, the need for high quality of service, and the sensitivity
of data, implemented processes and algorithms used, the responsibility for maintenance
and development is often taken by dedicated teams working for the organisation. System
operators and developers work closely together to solve any EISs technical issues and
deploy a system that accommodate business needs and evolving requirements.

This phenomenal growth in the use of distributed enterprise solutions in the last 25 years
has created a need for better monitoring and audit mechanisms. Monitoring can be ei-
ther tightly integrated in the system (built–in) or deployed as a predefined component
(agent–based), very often using standardised monitoring and controlling protocols. In
recent years, isolated loosely coupled monitoring and control components have gained
more attention, especially in systems following the Service Oriented Architecture (SOA)
(Perrey and Lycett, 2003; Sharma et al, 2011) and microservice (Lewis and Fowler, 2014;
Dragoni et al, 2017a) paradigms, and we have been observing a new emerging discipline
– Application Service Management (ASM), which focuses on monitoring and managing
the performance and quality of service in complex computational systems. ASM typically
consists a collection of tools and processes supporting detection, diagnosis and reporting
facilities helping to supervise and control the service quality of complex business trans-
actions in order to ensure that they meet agreed levels. Furthermore, cloud providers
introduce ASM systems specific for their technical stack. The topic of ASM will be elab-
orated in more detail in Section 2.3.

When it comes to monitoring and auditing, metrics should ideally be gathered from all
the significant elements of an existing distributed systems infrastructure and from all
tiers of their architecture. A holistic collection process starts with metrics from the
physical tier (hardware), then the virtualisation and container tiers, the operating system
metrics, and the service tier (database, application servers, web containers, messaging
systems, etc.) metrics; it ends with the application tier calculating metrics such as active
users count, front–end execution count/time, and application external/internal interface
execution count/time. In this context, multidimensional cross–correlation of the various
metrics (especially in the time domain) deserves special consideration because it may
allow to explore a sequence of changes associated with a specific event that took place
in the system. This issue will be discussed further in Section 4.2 which examines the
monitoring aspects of the proposed approach.

Critical to the holistic monitoring process is gathering data about the final performance
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of functionalities exposed to users and other systems. The agreed and declared, in terms
of technical definitions, level of commitment between service providers and clients are
typically set in a form of Service Level Agreements (SLAs) (Jin et al, 2002; Bianco et al,
2008; Patel et al, 2009). The agreement may contain agreed values or ranges for expected
execution time, level of system throughput or error rate. To quantitatively measure
Quality of Service (QoS), several related aspects of the service are often considered, such
as availability, execution delay, first to interactive, throughput, transmission delay, etc.
The measures may differ depending on the type of the service. SLAs together with
QoS goals formulate a type of control guidance; more about how this is expressed in a
systematic manner is discussed in Sections 2.2–2.5.

Currently, in EISs, one of the most important Non–functional Requirements (NFRs) is
scalability. Common practice is to keep a stable level of service (if the system is highly
scalable) by adding an increasing number of hardware resources, which is expected to
increase the computational power of a working solution. Adding more computational
power just to remove any potential risk of saturating a crucial system resource can be
expensive and may not be always necessary. Short or mid–term load fluctuations can
be managed and mitigated at a lower cost by an adaptive management according to the
expected QoS goals. Further chapters of this thesis will be focusing more on discussing this
problem, possible solutions, control approaches, and profitability of providing the services
in enterprise environments. The discussion will consider such aspects as cost of operation
(including energy, hardware, ease of integration, human effort) and effectiveness in the
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Figure 1.1: ASM control process life–cycle (starting from the top clockwise): (a) mon-
itoring of resources available and application activity, (b) SLA processing, (c) metrics
persistence, (d) evaluating control and rule generation, (e) applying control to (f) the
system.
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context of client exposed SLAs. Moreover, this can be seen as another factor increasing
profitability in an enterprise.

Although it is very common and powerful, managing hardware resources via scalability
strategies cannot be considered as a general control approach for meeting SLAs targets.
Hence, adding/removing resources as a way to optimise performance and energy con-
sumption objectives will not be the focus of this work. There are already several methods
available in the literature for that purpose; in general there is strong reliance on the
scalability requirement and as a result lack of universality.

The main motivation for the research presented in this thesis is a need for a methodology
and software framework that could be applied in order to ease the work of system operators
and developers by introducing and exploiting elements of knowledge engineering to adap-
tive controllers operating in ASM environments. Operators of complex systems having
the responsibility of providing a balanced and stable level of service that is appropriate
for the expected run–time responses struggle with controlling and constantly changing
too many parameters. The proposed approach allows, to a certain degree, system mainte-
nance to be moved towards adaptive controllers, so organisations can use limited system
resources much more efficiently. System operators and developers using their experience
and intuition together with a tool–set, such as the one developed in this research, can then
focus on such aspects as: analysis on a higher level of abstraction, training processes of
adaptive controllers, extracting characteristics of not yet detected metrics patterns. This
could greatly enhance early identification of problematic events and allow better planning
of the future use of the system.

1.2 The Research Motivation

The core aim of the research is to introduce a conceptual model of an ASM self–adapting
controlling system of non–acquisitive actuation methods such as action termination and
job re–scheduling. The ideation and the architecture are validated by prototype imple-
mentation of a control framework tested under use–cases derived from enterprise systems
practice.

To this end, the thesis designs an SLA–driven adaptive controller that can be applied
to on–premises and cloud applications. The controller actuators can be weaved–into the
service layers of the systems and can apply control inputs to the run–time situation by
terminating or rescheduling execution of the requested actions (functionalities).

The thesis explores the control problem, and discusses possible solutions and actuation
approaches. The emphasis is on investigations of the performance and profitability of
providing services in an enterprise environment. The control evaluation considers such
aspects as cost of operation (including energy, hardware, ease of integration, or human
effort) and effectiveness in the context of client exposed SLAs.
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Lastly, the thesis introduces a tool–set that could be utilised in different applications
and may support system operators and developers’ work by offering software for analyses
performed at a higher level of abstraction, definitions of training strategies for adaptive
controllers consolidating service management, and further extraction of hidden patterns of
metrics. This could greatly enhance early identification of problematic events and better
plan future use of the system.

1.3 Objectives

The following thesis objectives were defined in order to achieve the aim:

1. Review the context of the ASM field and the control challenges, and discuss the
requirements for an approach that will ease the work of systems operators and
developers — Chapters 1 and 2 tackle this objective.

2. Define the control problem and derive an appropriate formulation — Chapter 3
explains the problem statement and declares mathematical nomenclature for the
control apparatus to be followed further.

3. Investigate the scope of adaptive monitoring and actuation that could be applied to
the ASM control problem, explore means of formal definition of objective functions
that include operational and financial constraints in the domain of functionalities,
execution time and economics of the enterprise environments — Chapter 4 lists
those areas with special attention to SLAs as a declaration of QoS and economic
targets.

4. Explore methods of data engineering, data pre–processing, time–series data man-
agement, knowledge mining (Mörchen, 2006; Esling and Agon, 2012) and feature
extraction approaches to boost the performance of the applied control and to lower
the dimensionality of the problem in order to make it understandable by human
operators — Chapters 5 and 6 tackle those aspects.

5. Conduct a feasibility study and establish a scale of providing a flexible and extensible
software framework that would be deployable into systems to support an ASM suite
— this has been done in Chapter 7 of the thesis.

6. Design, implement and test an adaptive controller that is able to actuate the services’
work and be applied into enterprise systems operating in on–premises, cloud based
environments, or to support cloud providers — Chapters 7 and 8 explain the design
and testing of such a controller.

7. Investigate ways to scale and test the approach so that it is able to be applied to
modern cloud computing, specifically Software–as–a–Service (SaaS) and Function–
as–a–Service (FaaS) models, to optimise system resource consumption and enhance
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financial performance — Chapter 8 introduces the reader to this investigation in the
context of complex SLA scenarios and explains the controller tests, whilst Chapter 9
elaborates further on wider industry standards.

1.4 Methodology

Modern data centres employ in practice much more computational power and effectively
energy (Koomey, 2008; Koomey et al, 2011) than is needed to support a service. Planned
overhead is used to ensure that the required level of service is consistently achieved.
Notwithstanding the simplicity and robustness of this approach, it introduces clear inef-
ficiencies. Securing extra server power in reserve, ready to be brought into operation in
case of a high demand, is an expensive consequence of high inertia of the reserve systems.

Hence, although this strategy is considered an effective approach to secure some strongly
required NFRs, such as resiliency, scalability and reliability (Zhang and Lin, 2010), it
leads to substantial additional costs.

Therefore, the first priority of the research is to focus on service work actuation instead
of task scheduling, and placements of execution rather than virtualisation or scalability.

Consequently, the thesis combines in an innovative way several research approaches to
achieve its aim, namely experimental research, build research and simulation research.
The experimental methodology uses experiments designed to test a hypothesis. It involves
setup, record keeping, test–bed setup design, and experiment results reporting. The
build methodology encompasses designing an artefact – a prototype system – reusing
components, choosing an adequate programming language, and considering testing all the
time. Lastly, the simulation methodology uses computer simulations to address questions
difficult to answer in the real world. The thesis also includes several studies which usually
employ several computational methods to evaluate their behaviour. The purpose is not
necessarily to produce an absolute ranking but to identify performance differences and
trade–offs.

Figure 1.2 depicts the iterative nature of the research methodology adopted in the thesis,
which contains stages of implementation, test data collection and analysis for presentation,
use–cases exploration for results evaluation, modification of properties of test–bed and the
release of the prototype for the next round of experimentation.

The stages are presented extensively in later chapters, but a short introduction can be
found in Section 1.5.

In order to meet the thesis objectives, several problem areas have to be considered in the
research, development and testing. The diagram presented in Figure 1.3 outlines research
areas involved in the thesis, main methods designed to tackle the goals and make a link
with the relevant chapters, as described below.
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This section explains how the rest of the thesis is organised, referring to specific methods
introduced in the various chapters (see also Figure 1.3).
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Chapter 2: Background — Discusses the research background leading to the design
and implementation work that has been done and the main approaches used. It
provides literature review and discusses important concepts in context of ASM which
are used in the rest of the thesis, such as monitoring, performance optimisation,
adaptive control, service level agreements, etc.

Chapter 3: Problem Statement — This chapter defines the details of the problem
that the research tackles and provides a description of the framework, as a conceptual
model, at a higher level of abstraction so further chapters can refer to it providing
lower–level details, e.g. monitoring, control approach and tested adaptive methods
that are specific to a given area of each sub–problem.

Chapter 4: Monitoring and Control Objectives —This chapter focuses on the met-
rics of complex enterprise systems whose elements offer a basis for assessing control
actions that should be taken to optimise the system work according to the specified
directions, as well as introduces gathering and collection mechanisms.

Chapter 5: Dimension Relevance — With the use of analysis of time–series metrics,
this chapter describes feature selection methods that enable the search for similar-
ities in the signal space, selection of the most relevant dimensions in an enterprise
system, and easier control in the reduced space, ultimately reducing maintenance
effort. The approach is further used to create causal models of the controlled enter-
prise system, significantly simplifying evaluation of the defined elements of utilisa-
tion dependencies.

Chapter 6: Metric Signal Decomposition — This chapter illustrates the problem of
missing data in the extraction of the ASM signal feature and introduces a method to
tackle this issue; population–based metaheuristics are applied to solve the problem
of activity and resource signal deconvolution as a method of unmixing the activity
as input to the system from observed utilisation of resources.

Chapter 7: Neural Adaptive Control — Introduces a learning controller framework
for adaptive control in ASM environments and explores its potential. Control actions
are executed in the context of the current system state, which is again monitored
and stored extending the enterprise system states repository, a database that forms
a type of a knowledge base, giving views on the correctness or failure of frequently
evaluated control actions. This incremental learning leads to evolving controller
behaviour in a particular situation by taking into account consequences of earlier
actions in those or similar situations. Experiments have been conducted with use
of a real application that has been instrumented with termination actuators and
monitored accordingly.

Chapter 8: Advanced Methods for Adaptive Control in ASM Environment —
This chapter presents other adaptive control methods that have been tested with
use of a modelled system, applying ‘grey-models’ and reduced dimensionality spaces.
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Experiments have been conducted with use of modelled applications, which have
been instrumented with termination actuators and job re–scheduling control. The
simulations contain far more complex spaces/scenarios of SLA conditions.

Chapter 9: Potential Applications — A review of the research findings in the back-
ground of the market and industry needs. It addresses questions on the applicability
of this work and discusses open problems and limitations.

Chapter 10: Conclusions and Future Work — This is the final chapter that con-
cludes and summarises the main findings of the research. It discusses the main
contributions to the research and provides insights for future work.

1.6 Contribution of the Thesis

This section presents the list of main contributions with reference to the thesis chap-
ters.

Main contribution (Chapters 7, 8, 9)

A model for an adaptive controller framework is proposed that in contrast to the
approaches found in literature, where a model–free system of any kind is present
in the main approach (Chapter 7) and the control is performed with use of incor-
porated knowledge–base as the main enterprise system metrics and control actions
store (Sikora and Magoulas, 2012, 2013b). This allows the controllers to persist all
the metrics and SLA values before any control is applied, and then to re–evaluate
the applied control actions in line with evolving system characteristics and retrain
actuators with new control rules on–line. Such evaluation of control actions does
not require setting directly control actions according to defined and delivered SLAs.
Also in terms of SLAs, this approach provides a flexible way of defining functions,
allowing the selection and combination of all metrics present in the knowledge base.

The controller uses neural termination actuators weaved in the application under
control, providing an approach that, to the best of author’s knowledge, has not been
found in the ASM literature under SLAs setup per function so far.

Other contributions

– Chapters 4, 7, 8, 9: An investigation of the use of termination actuator to reduce
utilisation of the resources. To the best of author’s knowledge this is a technique
that hasn’t been used before in ASM systems, especially considering that this type
of actuator is weaved in the application runtime and is governed by a control block
relying on double Neural Network (NN); see more details in (Sikora and Magoulas,
2013b).
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– Chapter 5: Dimensionality reduction is necessary in complex ASM systems, where
thousands of dimensions may be present. The proposed Similarity, Consequence,
Interference, and Clarity (SCIC) and Similarity, Dependence, Consequence, Interfer-
ence, and Clarity (SDCIC) (Sikora and Magoulas, 2014a) algorithms help to solve
the problem of dimensionality reduction. Such investigations of causality models
have not yet been found in the ASM literature. To improve the methods further
ASM signal deconvolution techniques have been studied as a search problem– an
approach that has not been encountered in the available literature yet.

– Chapters 4, 5, 7, 8: The rule–based similarity criteria approaches allowing adaptive
control evaluation in complex scenarios have been proposed and tested in a context
of QoS/SLA and resources bounds requirements that can be contradicting with the
decision making states. Applying conflicts resolution strategies to formulate effective
interventions to the system following the established causal chains, under control
feedback loops, is important addition to the wider problem space. This kind of rules
generation has not yet been found in research reports published in the ASM field.

A complete list of the author’s publications linked to the research area can be found
in the Appendix A.



Chapter 2

Literature Review

“Imagination is more important than knowledge.
Knowledge is limited. Imagination encircles the world.”

“What Life Means to Einstein” (1924)
— Albert Einstein (1879 — 1955)

“Houses are built to live in, not to look on;
therefore, let use be preferred before uniformity,

except where both may be had.”
— Francis Bacon (1561 -– 1626)

This chapter reviews research and practice relevant to the design and implementation
work of the thesis, as well as key approaches used in the research area. It introduces
the nomenclature of the thesis and defines key concepts, such as monitoring, performance
optimisation, adaptive control, service level agreements, which are used in the rest of the
thesis.

2.1 System Design and Performance Optimisation

NFRs gathering is a key element of modern Software Delivery Life–Cycle (SDLC) (Chung
et al, 2012). Performance, security, durability, robustness, scalability, integrability, stabil-
ity, auditability, compliance with technical and law standards, portability, modifiability,
operability are just a few of the most notable requirements taken into account while de-
signing a new system (Glinz, 2007; Chung and do Prado Leite, 2009). The first five are
of paramount importance in terms of resourcing, deployment and chiefly are shaping the
architecture of the solution.

Going into the details of software design and modern system architecture paradigms is far

11
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outside of the scope of the thesis; however, it is key to highlight that adaptability of the
design may often be in conflict with enterprise or functional goals and may even introduce
considerable costs. Load characteristics are a result of a superposition of system design,
allocated resources, deployment, technologies, database, computational parallelisation,
data size, system capacity, etc. Changing any of the factors of a productionised system
can be proved to be a difficult task.

Performance engineering has become a separate discipline and best practices (Sydor, 2010;
Sturm et al, 2017; Heger et al, 2017) are widely available to both development and opera-
tion teams. Validating the systems NFRs under specific constraints for expected through-
put, latency, or more explicitly SLAs requirements, in the context of hardware1 usage,
energy considerations (Beloglazov et al, 2011) and software resources2 , as well as main-
taining system models (Brebner, 2016) throughout the full SDLC is essential.

2.1.1 Software Development

Most modern software development methodologies employ an iterative process of Project
Delivery Life–Cycle (PDLC), allowing teams to introduce value–added changes that bene-
fit the whole technical and business ecosystem (Fowler and Highsmith, 2001; Poppendieck
and Poppendieck, 2003). The software increments should be released iteratively, in stages,
phases or milestones, and may do so following the “release early, release often” philoso-
phy (Raymond, 1999). Hence rigour must be upheld to ensure quality performance when
not only programming principles (Feathers, 2004; Beck, 2007; Henney, 2010), but also
functional and regression testing are of immense importance (Kaner et al, 1999; Becker,
2002; Myers et al, 2004; Martin, 2009; Crispin and Gregory, 2009; Collins et al, 2012).

Test Driven Development (TDD) enforces the introduction of test automation, see Fig-
ure 2.1, as a core part of coding (Becker, 2002; Collins et al, 2012). It adopts integration
tests, system tests, acceptance tests (Shahin et al, 2017) of the application’s presentation
layer, User Interface (UI)/User eXperience (UX), Core Web Vitals (CWV)3, application
facades via APIs, and end–to–end tests checking the entire journey of the user, see fol-
lowing sections and Figure 2.14. That offers an effective way to ensure that performance
under load meets acceptance criteria by measuring execution times and resource allocation
of a system that is running according to a system specification and a set of deployment
standards (see Figures 2.2—2.3). In this setting, it is imperative to organise processes for
Continuous Integration (CI) and Continuous Delivery (CD) using load and stress tests

1To name few as a basis: CPU and memory utilisations, disks state with amount of I/O read/writes,
etc.

2The list of specific metrics could be very long, yet to name several groups for a better context:
Relational Database Management System (RDBMS), Non–SQL, Non–Relational Database Management
System (NoSQL), Enterprise Service Bus (ESB), Java Message Service (JMS) queue lengths, Web Service
(WS) calls to Application Programming Interfaces (APIs), Java Virtual Machine (JVM) Java Manage-
ment Extensions (JMX), etc.)

3CWV can be seen as SLA enforced by search–engine vendors, so joint with Search Engine Optimi-
sation (SEO) targets.
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Figure 2.1: TDD Lifecycle.

that replicate load conditions, or extreme performance load, in order to gather system
performance characteristics. This issue will be discussed further in another section of this
chapter in the context of application SLA.

Nowadays, when development teams grow day by day, finding the right approach for
scaling a team is essential for organisations. Scaling introduces a series of challenges with
respect to knowledge management and the practices adopted by facilitators in large teams
(Larman and Vodde, 2016; Knaster and Leffingwell, 2017; Leffingwell, 2018). Recently,
the tendency is to combine development and operations teams in order to enable them to
work as closely as possible in self–organising sub–teams (Dingsøyr and Moe, 2014; Dikert
et al, 2016; Almeida et al, 2019). Inter–team coordination in such squads facilitates
monitoring of development and production environments and enables testing of NFRs
far–more effectively, ensuring adherence to service levels, and applications. This aspect,
however, deserves separate attention in the context of ASM environments and will be
discussed in the next section.

2.1.2 Operations

Since functional and non-functional system changes are frequently applied in the organi-
sational infrastructure and refactoring (Roberts, 1999; Fowler, 2018; Fritzsch et al, 2018)
is an iterative process of development, integrated as an internal phase of SDLC, software
performance must be verified as apart of the regression suite. Moreover, many refactoring
objectives are driven purely by performance improvements targets. In an ASM environ-
ment, changes to performance characteristics should be considered from the moment a
new version is released not only by development teams, but, even more importantly, by
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operations crews– see Figure 2.4.

System operators inform their decision making about the tuning of specific services by
taking into account collected data and suggest solutions to the development team. As a
result, more and more new applications are designed in a way that allows higher real–
time auditability and parametrisation of dynamic environments. Tuning activities can also
be performed on aspects of critical software components, such as databases, application
persistence layers and built–in caches, web containers, application servers, messaging
queue brokers, external caching services, etc.

However, any decisions to tune sensitive parameters have to be made under conditions of
high visibility of the executing processes of an ASM environment. Almost every change
in a working ASM solution, under conditions of limited resources, may impact negatively
other areas of the ASM environment, instead of bringing the benefits that they were
originally anticipated. Although testing procedures in staging environments can reveal
potential problems after deployment, it may still be difficult to identify all issues and
pinpoint the exact cause and location due to limitations in the accurate representation of
the live–system load.

Constant comparisons of technical and non–technical production metrics, performed be-
fore and after any changes are implemented, provide an outlook for the correctness of the
operators’ decisions and activities. That is the main reason why, in such environments,
a continuous monitoring approach as a proactive measure is absolutely necessary, as will
be discussed later in Sections 2.4 and 2.3.

Figure 2.4 illustrates the various dimensions of the performance optimisation process in
the context of ASM environments. Where, starting from the top, it includes as inputs: (a)
NFR, (b) infrastructure, architecture and cost considerations, and (c) effective business
usage, load and SLAs. Whereas, the outputs are: (a) operation activities performed by
Admins, DevOps, and Application Support teams, (b) redesign, refactoring and other
development team activities, and finally, in the bottom centre, (c) automated adaptive
control actions that are the result of ASM search space optimisation conducted in the
context of the collaboration with the operations and development teams.
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Figure 2.4: Performance optimisation in an ASM Environment where operations, devel-
opment teams and adaptive control agents co-exist and collaborate.

2.2 Application Service Level Agreement

SLA is a form of agreement between a service provider and its clients that documents what
services the provider will support, and declares the standards of execution the provider
is required to meet. Since SLAs represent what is expected from a client–side service
characteristics, they become a critical element defining the direction of optimisation, which
can be done manually and/or automatically. In the thesis, the SLA, as a concept, is the
cornerstone of the proposed adaptive control framework for ASM. Chapters 7 and 8 cover
SLA definition in more detail and present how this is used in the context of the proposed
framework.

However, it is worth noticing at this stage that although SLA for an acceptable level
of service per action request is usually defined with the use of a single dimension, e.g.
latency, more complex agreements, which use other metrics (i.e. executions count in
time, amount of services employed, availability and so on) or combinations of them, can
be used. This leads to the formulation of complex functions that makes application–level
control extremely challenging. For example, performance and SLAs optimisation becomes
particularly demanding when systems utilise serverless computing and SaaS environments,
where an extra level of deployment abstractions and reduced control of the allocated
resources may introduce additional degradation in the performance of the services.

Also, the global nature of cloud computing many times requires SLAs to be defined
across many jurisdictions and legal requirements. Consequently, it becomes increasingly
important to introduce standardisation guidelines (Van Der-Wees et al, 2014).
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The subject of managing QoS by introducing software frameworks that use SLAs as agree-
ments for life-cycles, including creation, expiration, and monitoring of agreement states,
has been thoroughly researched (Keller and Ludwig, 2003; Theilmann et al, 2010). Com-
plete protocols introducing rewards and also penalties as forms of the consequences of not
meeting or violating agreed specified or guaranteed service standards have been formu-
lated (Andrieux et al, 2007). More recently, Ziegler (2017) reviewed in detail applicability
of SLAs in cloud computing. Concepts of SLAs are important for API, exposed WS and
UI where good performance needs are defined for UX.

2.3 Application Service Management

ASM is a discipline which focuses on monitoring and managing performance and QoS
in complex enterprise systems. In the context of the dynamic development of cloud
computing there is increasing support of ASM offered by cloud service providers. Advances
in this field laid the foundations for the Platform–as–a–Service (PaaS) environments and
Serverless computing paradigms.

Generally speaking, the use of application service management is common for complex,
multi–tier transactional applications, where holistic runtime information is delivered to
the operations end–user from most of the critical layers of the instrumented systems.
ASM software suites can be deployed to on–premises, in–cloud and hybrid environments.
Cloud providers offer Cloud Application Management (CAM) software whose functionality
is reflecting specifics of available services and their supported features (Kolb and Röck,
2016).

In cloud management services delivering PaaS, a need for a common approach has emerged
in the form of Cloud Application Management for Platforms (CAMP). This has been in-
troduced in order to implement an instrumentation that can contribute to a wide range of
administration tasks, such as configuration, log auditing, monitoring, and patching of ap-
plications deployed on the platform (Carlson et al, 2012). There is also an important niche
of ASM, not related to a cloud vendor, that can be applied to hybrid cloud or on premises
deployment and container orchestration – see App Dynamics4, DataDog5, Moogsoft6 or
Dynatrace7 systems (Prasad and Rich, 2018; Hoorn and Siegl, 2018; Pourmajidi et al,
2018; Noor et al, 2019). Moreover, often encountered in hybrid environments, after intro-
ducing wider virtualisation (hypervisor–based) technologies, like Docker, Docker Swarm
or Kubernetes, or Serverless computing deployments, the adoption of ASM is growing
since complex systems are disproportionately impacted by the introduction of the above
techniques into existing systems integration and architectures. In this context ASM offers

4https://www.appdynamics.com/
5https://www.datadoghq.com/
6https://www.moogsoft.com/
7https://www.dynatrace.com/

https://www.appdynamics.com/
https://www.datadoghq.com/
https://www.moogsoft.com/
https://www.dynatrace.com/


18 Chapter 2. Literature Review

Platform

Prodcution System

DevOps
Ops Devs

Team

 ASM              

APM

CD

Instrumentation

Figure 2.5: ASM, service adaptive control, SLA monitoring, continuous artefacts deploy-
ment (CD) and performance optimisation in a context of systems, platform and user
groups.

visibility of key components, runtime status information, configuration interfaces, and in
effect, allows deeper application dependency analyses.

Management software integrated within the deployment plan enables development teams,
operators, admins and DevOps to control the environments in a far more comprehensive
manner (Bass et al, 2015; Sussna, 2015; Kim et al, 2016) , taking into account SLAs,
business–value targets, platform–costs and even energy–awareness considerations. ASM
allows systems tuning and modification of vital application parameters, in larger dis-
tributed deployment and cloud systems, not only through faster automation for rolling
deployment of new software and an enhanced flexibility for spinning off instances, but
also through enabling run–time modifications that control application artefacts.

It is projected that the use of automation and adaptation methods that do not require
human attendance is going to continue growing in ASM. Gartner envisages that IT Op-
erations Analytics (ITOA), Algorithmic IT Operations, Artificial Intelligence for IT Op-
erations (AIOps) (Prasad and Rich, 2018) and Machine Learning Operations (MLOps)
will have an increasingly important role in historical and Root–Cause Analysis (RCA),
complex event and anomaly detection, correlation and contextualisation for general per-
formance analysis of modern complex systems. The subject area has been studied recently
(Masood and Hashmi, 2019; Mormul and Stach, 2020; Levin et al, 2019) as an evolution
from traditional systems management to Smart DevOps or further to AIOps. Figure 2.5
illustrates how ASM suites for adaptive service control and Application Performance Man-
agement (APM) systems are placed in the enterprise software management process, as
explained in more detail in the following section.
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Figure 2.6: ASM human–driven and autonomous adaptive control of services.

An ASM controller needs to react adaptively to changing system conditions in order to
optimise a defined set of targets, i.e. SLAs, as objective functions set under Applica-
tion Response Measurement (ARM). The controller can be governed either by a human
manually, e.g. though scripted automation, or by autonomous agents. The less human
oriented control and more autonomous decisions are made, without the need of exter-
nal interventions, the faster the feedback loop the regulator system is exposed to gets,
and the better the conditions for the general performance of steering. Figure 2.6 depicts
the combination of human–driven and autonomous control in presence of ASM, APM
and controller components in a context of feedback–loops size and delays. The stronger
the footprint of the control to application, system and platform, the greater the change
to the complex system and more important the need for larger feedback–loop involving
human operator. In this thesis autonomous control is understood as a process that in-
volves minimal external human assistance even under significant uncertainties in the ASM
environment for extended period of time. Furthermore the autonomous control should
exhibit adaptation (Åström, 1983) with a high degree of autonomy, even with the power
of self governance, and abilities to compensate for failures without the need of external
intervention (Antsaklis et al, 1991).

2.4 Application Performance Management

APM is a software designed to help developers, DevOps, operations personnel, and ad-
ministrators to ensure that the applications users work with meet functional and non–
functional performance standards and support expected quality of user experience, often
given as per SLA defined.
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APM is a part of ASM field in a sense it tackles widely speaking performance monitoring
while ASM is focused more on business service delivery.

Typical features of an APM tool–set include:

• user experience monitoring,

• business transaction monitoring and SLAs tracking,

• performance data and response time monitoring,

• infrastructure monitoring,

• online metrics data traversing, dice and slice or other deep–dive techniques into
captured data,

• reporting, dash boarding and alerting capabilities.

As of now APM suites introduce truly widely adopted set of techniques that are in-
strumental to identify elusive performance problems. The market of APM tools is very
dynamic and it is beyond the scope of this thesis to analyse their development, which is
naturally expected to change significantly in coming years with the developments in the
cloud computing area8. Nevertheless, we provide below a list that includes most notable
open–source but also proprietary products and their setups currently seen.

• Open source: Nagios, Zabbix, Munin, Monit, Pinpoint, Apache SkyWalking, Stage-
monitor, Scouter, (platform diven) JavaMelody (JVM), App Metrics (Node.JS,
IBM), Codespeed (Python), GoAppMonitor (Golang).

• Proprietary, enterprise scale: App Dynamics, Dynatrace, AWS CloudWatch, IBM
Cloud APM, Microsoft Azure App Insights, New Relic, Datadog, Epsagon, Moog-
soft (for AIOps), Solarwinds, Exoprise, Instrumental, Riverbed, Oracle Application
Performance Monitoring, Tingyun.

• Active monitoring: DataDog, Monitis, Site24, Cula.io, Pingdom.com.

• AIOps: Moogsoft AIOps, Splunk’s IT Service Intelligence (ITSI) tool, BMC’s True-
Sight platform, Cisco’s Crosswork Situation Manager.

2.5 Service Control of Applications, Systems and Plat-
forms

There are many layers where the control of a service or an application may be executed as
part of a wider system of integrated actuator services. The most notable for administration

8The trend will be highly impacted and interconnected with the advantages of APM suites offered by
cloud computing providers.
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actions (human–oriented), and scripted control (automated, but human–driven) are listed
below:

• hardware,

• operating level (administration),

• database level (tuning, administration, avoidance of backups impacts),

• application level (application support and administration interfaces),

• batch jobs scheduling (find and set up execution time for best use of resources and
business needs),

• load balancing (round robin, least connections, least time, random with a draw of
one, power of two random choices),

• resources allocation (cloud formation, spin–off thresholds),

• cached objects memory tuning and control.

Issues of database control for resilient data persistence under scalability and data sharding
or partitioning require a far different approach and will not be considered in the thesis.
The thesis focuses on application functional level load control rather than dealing with
indexing, transactions performance, distributed transaction, eliminating single points of
failure, shared–nothing architectures, or eventual consistency challenges faced under high
scalability requirements.

Along this direction, the main emphasis of the research described in the thesis was put
on application–level adaptive control, of automatic and human–coordinated actuation of:

• requests termination (admission control, on action/request, threshold oriented),

• micro–scheduling,

• jobs scheduling.

Operating System (OS)–level task control or Virtual Machine (VM) scaling have not been
researched as part of this work, although there are aspects of the research described in
the thesis that could be applied to:

• OS level schedulers,

• hypervisors,

• create a joint control with servers / nodes allocation (horizontal and vertical scaling),

• cloud infrastructure and serverless computing.
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Figure 2.7: Vertical and Horizontal Scaling.

Further details of the proposed approach will be presented in the rest of the thesis. Chap-
ter 3 will provide mathematical formulations, whilst Chapter 4 shall focus more on tech-
nical details of the control methods, in particular Sections 4.6 and 4.7 contain further
discussion of the aspects delineated above. Chapter 9 discusses possible applications in
more detail9.

2.5.1 Resources Allocation: Scaling Horizontally and Vertically

As already mentioned in Chapter 1, scalability as an NFR, closely related to resilience,
needs to be present at the very first phases of a design when a new system is proposed.
Generally speaking there are two dimensions of scaling. Scalability can be categorised as
vertical or horizontal (Lehrig et al, 2015):

• Vertical (up/down) — Add more or remove resources to a system or a single machine.
Typically involving change of allocation of memory, CPU, or storage. This can be
achieved far easier in virtualised environments present on premises or in the cloud.
This type of scaling is not focusing on resilience since the architecture still may
contain single point of failure.

• Horizontal (out/in) — Add or remove machines or nodes in a cluster setup or a
distributed environment for a software system (Dutreilh et al, 2010; Mendoza and
Amistadi, 2018). In this vein, a controller spins up or removes entire servers or nodes
to align with load or resilience requirements. Linear horizontal scaling may offer far

9In particular one can observe Figure 9.6 that demonstrates comparison of various control techniques
in a background of service reactivity as a function of system load.
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bigger computational power than large supercomputers. The price of such a setup
is typically lower than substituting it for a large machine since commodity hardware
is normally used. This approach typically requires a load balancer or some other
routing mechanism that can redistribute the load according to the method used, i.e.
random, round–robin, per action or load type, etc.

The bigger and more complex systems are, the higher the need to decompose the appli-
cation into smaller services. The more microservices powering the system, the lower the
granularity of the service and thus the higher the need to orchestrate the independent
components. Therefore, apparently, as a remedy to the growing complexity, systems be-
come even wider and contain many isolate run–time services, impacting the easiness of
human control (Lewis and Fowler, 2014; Dragoni et al, 2017a; Zimmermann, 2017).

Although advances to increase computation power with higher–clock–rate have been push-
ing processors manufacturers to implement computation routines into hardware and have,
indeed, led to performance increase during the last five decades, the “ILP wall” and “power
wall” have created barriers to that approach. Thus, the popular version of Moore’s Law
(Moore et al, 1965) – increasing performance with each generation of technology – is now
going to be led by (a) programmers dealing with more and more parallel and distributed
application, and (b) cloud computing service providers (Hennessy and Patterson, 2011,
p. 55) who will be only amplifying needs of that control domain10.

Growing importance are gaining cost–related factors; especially energy consumption which
gets more and more important as well as difficult to optimise for bigger computations
centres at high scale11.

2.5.2 Scheduling and Micro–scheduling

The system is capable to schedule resource intensive processing for a time when the
system’s expected load allows that operation. Critical for the operation of this scheme is
knowledge about the impact on the resources that are deployed based on the execution
functionality and the time of the processing for a given set of parameters. The optimisation
process can be driven by the SLA (Wu et al, 2012), energy consumption targets (Mehdi
et al, 2011; Cui et al, 2017), or time–oriented requirements for the execution of critical
tasks.

Micro–scheduling is in essence the same technique but for actions that SLA require far
faster response, i.e. UI web requests or web service calls. Figure 2.8 depicts the control
considerations in this scenario. Chapter 8 discusses this issue in more detail.

10The interested reader can find more about this direction of work in the appendix,
11A perspective on these issues is reported in the appendix, Sections B.1.3–B.1.5.
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Figure 2.8: Micro-scheduling of requests and batch job scheduling.

2.5.3 Admission Control and Requests Termination

In order to release resources required to compute incoming requests for services processing,
a controller can terminate the request, or discontinue processing operation that take longer
than expected. Figure 2.9 illustrates the control in such use–cases.

This approach is especially effective in situations where there is instantaneous raise of
services requests. It can be also seen as very supportive in securing other control mecha-
nisms of wider healing impact that require more time to apply the control, i.e. to spin–off
new instances or reshuffle VMs and add more memory to application.

Requests or actions termination can be done via admission control interfaces present in
ASM suites instrumenting platform or by applications exposing such functions. Sus-
pension of further action execution can be far easier in a context of FaaS or serverless
computing since the function framework is already present and can be integrated fairly
easily with controllers.

Chapters 7 and 8 tackle the problem in more details, whilst discussion of applications of
such a control approach is provided in Section 9.5. The most promising potential of the
method seems to be though when laying in systems that have real–time requirements.
Such situation requires special attention and has been explained more in the following
section.
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Figure 2.9: Admission Control and Action Request Termination.

2.5.4 Real–time SLA and Requests Control

In practice, real–time SLA processing fails if execution is not completed within a specified
timeframe, depending on the action type. Deadlines must always be met, regardless of
system load or functionality. Attempting to optimise resources allocation in a system
experiencing higher load is a typical control consideration (Buyya et al, 2011; Al-Dahoud
et al, 2016; Hwang et al, 2016; Tran et al, 2017). Alternative group of methods in contrast
to scaling that do not require additional resources of non–acquisitive control are actions
termination together with scheduling control, as it will be elaborated in Chapters 7 and 8.

2.6 Control of Application Services

The control of application services and systems has been the subject of substantial focus
in the last two decades. Parekh et al (2002) were researching the area of controllers using
classical control theory and standard statistical models in the background of SLA, where
two distinctive steps system identification and the controller design are present. More
pragmatic approaches were studied in (Abdelzaher and Lu, 2000; Abdelzaher et al, 2002;
Zhang et al, 2002b,a; Lu et al, 2002; Abdelzaher et al, 2003; Lu et al, 2003), where ap-
plication services performance control schemes with service differentiation using classical
feedback control theory were proposed to meet established SLA targets and overload pro-
tection. Hellerstein and Parekh et al. introduced a comprehensive application of standard
control theory to describe the dynamics of computing systems and apply system identi-
fication to the ASM field (Hellerstein et al, 2004), highlighting engineering challenges
and control problems (Hellerstein, 2004). Fuzzy control and neuro–fuzzy control were
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proposed in (Hellerstein et al, 2004) as promising for adaptive control in the ASM field.

Since then many different methods of control and various techniques for actuators in ASM
have been proposed e.g., adaptive admission control as dynamic service overload manage-
ment protection (Welsh and Culler, 2002), event queues for response times of complex
Internet services (Welsh and Culler, 2003), autonomic buffer pool configuration in a DB
level (Powley et al, 2005), model approximation and predictors with SLA specification
for different operation modes (Abrahao et al, 2006), observed output latency and a gain
controller for adjusting the number of servers (Bodık et al, 2009).

The SLA as a concept based on QoS has been widely adopted in the business (Park et al,
2001). SLA definitions are often used in cloud and grid computing control (Vaquero et al,
2008; Buyya et al, 2009b; Patel et al, 2009; Stantchev and Schröpfer, 2009). Thus, more
recent works in this area tend to focus on performance control in more distributed en-
vironments, e.g. virtualised environments performance management (Xiong et al, 2010),
virtualised server loopback control of CPU allocation to multiple applications components
to meet response time targets (Wang et al, 2009). Cloud based solutions with QoS agree-
ments and energy–aware services were researched by Boniface et al (2010), Goudarzi and
Pedram (2011), Zhang et al (2012), and Sun et al (2011), where multi-dimensional QoS
cloud resource scheduling with use of immune clonal was researched. An interesting work
by Emeakaroha et al (2010) presents cloud environment control with the use of a mapping
from monitored low–level metrics to high–level SLA parameters. Power management by
an on–line adaptive ASM system was researched in (Kandasamy et al, 2004; Kusic et al,
2009), and energy saving objectives and effective cooling in data centres in (Chen et al,
2010; Bertoncini et al, 2011).

Bigus over twenty five years ago applied NNs and techniques from control systems theory
to system performance tuning (Bigus, 1994). Data were collected to train neural network
performance models. For example, NNs were trained on–line to adjust memory allocations
in order to meet declared performance objectives. Bigus and Hellerstein extended that
approach in (Bigus et al, 2000) and proposed a framework for adjusting resources alloca-
tion, where NNs were used as classifiers and predictors. In contrast to these works, Sikora
and Magoulas (2013b) used gathered system performance measures, such as devices utili-
sation, queue lengths, paging rates and execution times, to build a knowledge base. This
approach takes advantages of an isolated metric store that can be continuously extended
and analysed by a control rule generation engine with minimal performance footprint for
the system under control. Moreover this control engine can terminate actions, whilst in
previous attempts no control based on actions termination was incorporated.

Currently there are many out–of–the–shelf APM and ASM suites (Kowall and Cappelli,
2012), mainly focusing on network and operating system resources monitoring. Even
though manual ASM administration is widely used together with APM tools, autonomous
control in ASM environments still needs substantial research to be conducted. This is a
dynamically growing domain; however, certain aspects still seem not to draw enough
attention. For example, despite recent progress in the control theory deployment to
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design the controllers in the ASM field (Parekh et al, 2002), the use of neural networks
and their ability to approximate multidimensional functions defining control actions in
system states remains under explored.

2.7 Adaptive Control Approaches Used

An objective of the thesis is to develop a governing approach for controlling computing
systems by exposed interfaces under ASM orchestration to support set up objective func-
tions, where a control action is applied in an optimal manner with minimal delay and
ensuring the system stability is protected. Hence, it would be useful to present some key
works that exploited concepts from the adaptive control field(Åström, 1983; Bechlioulis
and Rovithakis, 2008).

Based on earlier works (Lu et al, 2000) in the adaptive control field, Lu et al (2002) used
adaptive control to manage resources of the proxy server caches to provide proportional
differentiation on content hit rate. Adaptive control theory allows to deal with instabilities
caused by system responses variations in a way where an adaptive controller can modify its
behaviour in response to changes in the dynamics of the process of the application services
and the character of the disturbances (Åström, 1983), with adjustable parameters, but
also with mechanisms to adjust the parameters (Åström and Wittenmark, 2013).

Several neural adaptive control schemes have been developed so far, these schemes have
been used to tackle general problem of nonlinear systems (Polycarpou, 1996) also under
uncertain Multi–Input Multi–Output (MIMO) systems (Ge and Wang, 2004) and time–
delays (Ge et al, 2004).

In this context, adaptive control in the field of ASM systems can be applied to SLAs
variants (Emeakaroha et al, 2010), to update the controller, so that it works in the regions
of newly established states; for example by updating a knowledge base (Bertoncini et al,
2011) or conducting repeated model updates by NNs training (Sikora and Magoulas,
2013b) or as a self–tuning queuing model (Liu et al, 2006), where the introduction of the
adaptive controller helps adjusting, to some extent, the model to the system dynamics.

The range of available approaches spreads from white–box (Section 2.7.1), where maxi-
mum knowledge about the system is present a priori, to black–box (Section 2.7.2), which
rely on ongoing collected data that can be used to build and maintain a knowledge about
systems responses on experienced inputs. Figure 2.10 presents an outline of the approaches
and key characteristics that can support their utilisation. As explained in Section 1.4,
this issue is further elaborated in Chapters 7 and 8 (cf. with Figure 1.3 illustrating
dissertation structure and the different approaches applied in the study).

There are many general control theory optimisation methods applied to cloud computing,
i.e. with use of feedback control for adaptive VMs management (Li et al, 2009) and



28 Chapter 2. Literature Review

hardware resources management, (Lim et al, 2009; Manvi and Shyam, 2014), with data–
driven and model based predictive controller (Xia, 2015), with self adaptation targets
(Farokhi et al, 2015; Xia, 2015), with standard subgradient methods for distributed rate
limiting (Raghavan et al, 2007), using rule–based scaling regulators control (Vaquero et al,
2011), and with revenue (Zhang et al, 2011) or SLA driven targets (Serrano et al, 2013;
Wu et al, 2012).

Tables 2.1 and 2.2 present a comparison of 50 most notable existing studies in the area of
service management and control that can be applicable to ASM. The comparison s split
to two parts in order to present the wider scope of the references and to provide com-
prehensive literature background for further definition of the control challenge as part of
the problem statement in Chapter 3. Certainly there are much more works in the area of
resources allocation and scheduling rather than admission control and request termina-
tion. One can note that with time and with growing complexity of the systems, given in
quantity of monitoring and actuations, more and more research concentrate on the control
approaches that do not relay explicitly on the control theory support. Furthermore, the
adaptive control is delivered not only by the control parameters update or existing model
tuning but more by model extension or rebuild. Also, while the complexity raises more
recent works tend to focus on pragmatic control performance evaluation in a context of
holistic targets, also self– management, monitoring, optimisation and using more complex
models (Gill et al, 2020; Tuli et al, 2022; Gill et al, 2022) that overlap with an area of
autonomic computing (Kephart and Chess, 2003; Computing et al, 2006; Huebscher and
McCann, 2008; Brun et al, 2009) which emphasises control systems can achieve the spec-
ified the targets on their own, completely without any intervention of a human operator,
which is not a core consideration of this thesis.

2.7.1 White–box Approach

Enterprise class system architectures can vary substantially depending on functionality,
deployment approaches, interconnections to other system, and other NFRs. There can be
many different components and software tiers present, which consist internal and externals
services calls, according to implemented routines. Typically the system can host hundreds
to thousands exposed system actions (functions), and be described by hundreds of soft-
ware and hardware resources depending on deployment architecture for high–availability,
scalability and redundancy (Haines, 2006).

In fact a system code base, deployment scripts, cloud formation metadata, and defined
control interfaces all contribute to a complete and final system structure, that is in essence
a very precise definition of the systems as a whole. That is a required foundation of causal
inference methods (Pearl et al, 2009; Pearl and Mackenzie, 2018), which can be applied
to find elements of the system that have the biggest impact on the final SLA targets and
in this way maximise control performance, as described in Chapter 5.
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Table 2.1: Comparison of existing studies in a field of service management and control
published before 2008.
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2 (Abdelzaher and Bhatti, 1999) n n y y f y y n n n y D y r n
3 (Lu et al, 2000) n ye n n f y n n n y y D y r n
4 (Keller and Kar, 2000) n n n y – n n n y n n – n r n
5 (Abdelzaher and Lu, 2000) n n y n f n y n n y yj Rf y r n
6 (Park et al, 2001) y n y y f y n n n y n – n r n
7 (Zhang et al, 2002a) yg n n n f y n n n n n Q n c n
8 (Zhang et al, 2002b) yh y y y mi y n n n y yj D yk c n
9 (Lu et al, 2002) yl n ym y f y n n n – yj D y r n
10 (Parekh et al, 2002) n n y f y n n n y yj D,S y r n
11 (Abdelzaher et al, 2002) y n yn y mo,i y y n np n yj D n r n
12 (Welsh and Culler, 2002, 2003) n yq y y f y y n n n n S y r n
13 (Abdelzaher et al, 2003) y n y f y y n n n yj D y r n
14 (Lu et al, 2003) n y y y f y y n n y y D,Q y r n
15 (Hellerstein, 2004) yr n n n f y y n n n yj Q y r n
16 (Kandasamy et al, 2004) ys n n n f y n n n n yj Dt y r n
17 (Powley et al, 2005) yu n n n f n n n n n n R y r n
18 (Abrahao et al, 2006) yv n y y f yw y n n y n R,Q y r n
19 (Liu et al, 2006) n n y n f y y n n n y Q yx r n
20 (Raghavan et al, 2007) yy n yz y f y n n n n n R n s y
21 (Padala et al, 2007a) yv,e n n y m y y n n n y D,S y r n

aquantity of dimensions under monitoring: f = few, nm = not many, m = many
bD = Difference equations, S = Statistical, Q = Queue model (predictor), N = NN, R = Routine
cr = real, s = simulation, c = concept only
doperating system resources
eextendend FC-EDF (Feedback Control Earliest Deadline First) scheduling algorithm
fservice dependencies information
gallocationg number of machines at each application tier to achieve horizontal scaling
hlow level application resources allocation
iinternal monitors of CPU, I/O, bandwidth
jstandard system identification than controller design
kadaptive control by regulating controller configuration and tuning
lserver-level cache resources

mproxy server access control
nweb server access admission control
oworkloads in requests in time, latencies, machines allocated
pcontrol to meet the individual response time and throughput guarantees
qstaged event-driven architecture
rmultiple software properties of multi-tiered eCommerce system
schange processor frequencies
talso using near future predictictor by a few discret steps
uautomatic sizing of buffer pools in DBMS
vVM sharing, capacity management
wSLAs definitions with costs – targets are derived from penalties and rewards.
xadaptive control by the model update
ynetwork bandwidth control with standard subgradient methods for distributed rate limiting
zdistributed rate limiting can be seen as a distributed admission control method



30 Chapter 2. Literature Review

Table 2.2: Comparison of existing studies in a field of service management and control
published after 2008. (Note, some of the footnotes may be declared in Table 2.1)
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22 (Wang and Chen, 2008) yd n n n f n y y n n yj D y r n
23 (Kusic et al, 2009) yve n n y nmo y n y n n n S n r n
24 (Bodık et al, 2009) yg n n n nm‘ yw y n n n n Sf y r y
25 (Lim et al, 2009) yg y y y mk n n n n n y D y r y
26 (Li et al, 2009) yv,e n n n nm y n n n n y D y c y
25 (Boniface et al, 2010) y n n y f y n n y y n – n c y
26 (Chen et al, 2010) yv,e n n y mh y y y n y n Q n r n
27 (Emeakaroha et al, 2010) yi n n n m y n n n n n R y r y
28 (Xiong et al, 2010) yv,e n n y mh,on n n n n n D n r y
29 (Ardagna et al, 2010) yv,e n y y mh yw n y n n n Q n r n
30 (Bertoncini et al, 2011) yv,e y n y mh y n y y y n S y c y
31 (Mao and Humphrey, 2011) yv,e,jy n y mk n y n n y n Q,R n r y
32 (Wu et al, 2012) y y y y mk y y n n n n R n r y
33 (Beloglazov and Buyya, 2012b) y n n y mk y y y n n n S,R y s y
34 (Lin et al, 2012) y n n n nm y n y n n n R n r y
35 (Sikora and Magoulas, 2013b) n n y y mk y y n y n n N y r n
36 (Herbst et al, 2013) y n n y mk y n y n n n S yl r n
37 (Xia, 2015) y n n y mk n n y n n y D,S y c y
38 (Beloglazov and Buyya, 2015) yv,e n n y mk n y y n y n R n r y
39 (Serrano et al, 2016) yv,e n y y mk y n y n n n R n r y
40 (Singh et al, 2017) yv,e n n n mk y n n n n n R n r y
41 (Alsarhan et al, 2017) y n y y mk y n n n n y RL y r y
42 (Xue and Jarvis, 2018) n y y y nm y y n n n n R n r y
43 (Gill and Buyya, 2018) y n y f y y n y n n Sm y r y
44 (Gill and Buyya, 2019) yv,e n y y mk y n y n y r y
45 (Gill et al, 2020) yv,e n n mh y y y y n n N n s y
46 (Tuli et al, 2021) y n y y y y y y n n n y y
47 (Singh et al, 2021a) n y n n f y n n n n n – – r y
48 (Sikora and Magoulas, 2021) n n y y mk y y y y y y N y s y
49 (Tuli et al, 2022) y y y y mh y y y y n n N n y y
50 (Sriraghavendra et al, 2022) yn n n y f y y n n y n R n s y

aquantity of dimensions under monitoring: f = few, nm = not many, m = many
bD = Difference equations, S = Statistical, Q = Queue model (predictor), N = NN, R = Routine
cr = real, s = simulation, c = concept only
dCPU throttling actuation that manages the power consumption by Dynamic Frequency Scaling
eCPU share
fstatistical model extended by curve fitting using smoothing splines and LOESS
gan approach relying on clean decoupling of cloud– and client– side control, where application control

is factored out of the cloud platform and left to the client controllers
hAPM and thermal sensors
iautonomic SLA management
jdynamically allocating/deallocating Vms and scheduling tasks on the most cost-efficient instances
kAPM, requests counts and latencies
ladaptive control by the model update

mSNORT intrusion detector and SVM classifier
ndynamically determine the service placement in the fog environment
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Figure 2.10: Adaptive Control, White–box, Grey–box and Black–box approaches.

Nevertheless, many characteristics may change in time due to load changes, parameters
used, further development of functional modifications, or other technical interventions
(Grinshpan, 2012), as described in Chapter 3. Moreover, systems code base and meta–
description of system interconnections are complex and it is often too difficult to infer
an analytical solution, mathematical equation or the model, of a system’s performance
responses. Thus, building a model of the entire system introduces plethora of practical
challenges.

2.7.2 Model–free Approach

Many crucial run–time properties can be considered as unknown at the beginning of the
system use, and cannot be derived based on a description of architecture and the code–
base. Thus we treat those as a black–box and analyse the system with an approach where
the behaviour of the stimulus/response will be accounted for, to infer the unknown box
(Sjöberg et al, 1995; Juditsky et al, 1995) Building a model that would fully describe all
complexities and non–linearities of the real system is very difficult. However, it is possible
to observe the system and the applied control actions and infer some knowledge about its
hidden characteristics.

A model free approach makes no assumption on software structure or architecture used.
The system under control is treated as a back–box where only input and output variables
are observed. The control mechanisms actively search the best performing control rules
under given conditions (Sikora and Magoulas, 2013b), as described in Chapters 7 and 8.
Although nonlinear system identification is a well developed discipline it has not found
many applications in complex enterprise systems control in recent years.
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2.7.3 Dimensionality Reduction

To apply efficient, constructive and more stable control, knowledge about the system
run–time characteristics must be established, as each change can potentially impact other
elements of the system or resource consumption, and in effect impact the actions execu-
tion time. A typical enterprise ASM control suite can consider hundreds–to–thousands
of distinct actions, tens–to–hundreds of resources, and tens of SLAs used as both key
performance indicators and revenue recognition. Due to non–linearities in such systems
autonomous control has to be applied against a background of multidimensional space,
which is difficult to control/regulate withour reducing its dimensionality (Fradkov et al,
1999; Gasparyan, 2008). The smaller the number of dimensions used, the more rigid
the control can be (Pérez et al, 2004). Thus the right selection of the most relevant
dimensions for the autonomous ASM control is crucial. In this vein, it is imperative to
identify which elements (especially controllable actions) have the biggest impact on SLA
(indirectly through resources utilisation), as discussed in Chapters 5 and 6.

One of the challenges of the thesis was to reduce the dimensionality by finding the most
relevant dimensions. This task is mainly complicated by the fact that many non–linearities
arise when a system is facing saturation (Hellerstein et al, 2004). Finally a new method
was proposed, which is a combination of similarity search and interference check in mul-
tidimensional temporal dataset (Sikora and Magoulas, 2013a), and an extension to this
research direction a further improvements to causal dependency based methods have been
described (Sikora and Magoulas, 2014a).

2.7.4 Grey–box Approach to Features Selection

In order to limit the dimensionality and identify the system a model can be built using
observed processes characteristics. This can be achieved by inferring dependencies and
generating a structure of causality between architectural elements under monitoring and
control.

To do so a controller designer needs to find a dependency measure which can be used
to investigate dimensions relevance for better, more focused and stable control, where
relevance criteria can consider the similarity between metrics sequences and the strength of
dependence of utilisation metrics. Dimensionality reduction can be achieved by applying
feature selection techniques (Guyon and Elisseeff, 2003), so only the most dependent of
controllable actions and therefore relevant for the control are selected.

Although the control approach introduced in the thesis, presented in Chapter 5 and 6, does
not employ an analytic model of the system, it exploits cause–and–effect dependencies
between action requests, resources utilisation and SLA. Effectively the general causality
direction here is quite well set (Pearl, 2000). Consequently, events or related changes in
the system can be investigated through similarity of metrics changes in time. Even though
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SLAs are clearly defined and directly related to parameters used, the non–linear nature
of EIS may react surprisingly unstable especially under high load. Therefore, a method
for finding causality strength by matching metrics variations can give system operators
information to set up or activate the actuators in areas where resources and SLA have
been identified as having high causality, so the control can have the strongest effect.

2.7.5 Queuing models and ASM modelling

Queuing models offer a very efficient way of aggregating structure of complex systems by
statistical parameters that define context of responses on requests. Such an approach also
offers the flexibility of being easily redefined based on new data coming from the system
after control actions are applied.

Simplicity, elegance of the queuing models approach and very good approximation of the
multi–tiered computational systems dynamics was found by many researchers in the past
(Hellerstein, 2004,?; Chen et al, 2010; Ardagna et al, 2010).

Moreover, queuing models give a widely adopted framework for a complete, synthetically
modelled, integration of system run-time, monitoring and control components in a single
environment that supports fast, repetitive and rigorous way of running experiments. That
allows full experiments to take much shorter time for a controller to establish stable
control, which was the biggest impediment of earlier research reported in (Sikora and
Magoulas, 2013b); this will be elaborated further in Chapter 8.

2.7.6 Predictive Model Control

Collecting more data and control characteristics allows to build models that offer predic-
tive methods (Lu et al, 2003; Kandasamy et al, 2004; Tuli et al, 2021) and better targeted
control, as will be discussed in Section 10.3.2.

Based on data collected during normal EIS work and control interventions rules–based,
NNs, networks of queue models, Directed Acyclic Graphs (DAGs) of Bayesian networks
or causal graphs can be utilised as a source of anticipated systems states, as reported in
Chapters 7 and 8. Lastly, a discussion of non–acquisitive control methods applications in
this context is included in Chapter 9.

2.8 Cloud Services Management and Function–driven
Services

Currently, data centres employ much more computational power, machines and energy
that is needed to provide a service so as to ensure consistent provision of the required



34 Chapter 2. Literature Review

service levels. This approach is driven by the need to hold extra servers in reserve, ready
to be brought into operation in case of high demand, and it is a ramification of the effect of
high switching on/off inertia of the reserve systems (Mao and Humphrey, 2012). Although
this strategy appears to be inefficient, it is considered as an effective approach to secure
some strongly required NFR; such as resiliency, scalability and reliability (Zhang and Lin,
2010).

The cloud computing paradigm tackles this problem with a promise to allocate com-
putational power more efficiently by allowing many clients to reuse the same hardware
available. To this end, cloud auto–scaling has been researched thoroughly, both from
practical and theoretical perspectives, as a promising approach to monitor applications
and make automatically adjustments based on resources availability, considerations about
response times, and time and budget constraints (Mao et al, 2010; Dutreilh et al, 2010)

Figure 2.11 outlines the four main architectures, and deployment approaches used in
cloud computing. Recently, the move from a monolithic application architecture to a
SOA, which emphasises on the modularity of components, offered a way to keep big
and complex systems maintainable (Fowler, 2018). This approach resulted in further
developments in application design considering it as a collection of fine–grained modules
with loosely coupled services, called microservices, where the communication protocols
are lightweight (Lewis and Fowler, 2014). Such approach caused further development into
serverless computing (Castro et al, 2017; Baldini et al, 2017).
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Figure 2.11: Monolithic, SOA/modules, microservice and serverless deployment.

Infrastructure–as–a–Service (IaaS) is a type of cloud computing service that offers an
infrastructure covered with a visualisation layer, allowing resources to be used much more
efficiently, e.g. the Amazon Web Services Elastic Computing Cloud (AWS EC2), or the
Microsoft Azure. Still servers are substantially underutilised as clients are often choosing
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to secure more computational resources than are really necessary for the sake of simplified
dynamical allocation, or for dealing with changing conditions when running their scripts.
Effectively, clients decide to pay more for the resources allocated to mitigate the risk of
reaching saturation and simplified deployment. Striking a balance often depends on the
technical maturity of clients’ systems and the requirements of the specific load profile 12.

Another promising alternative called SaaS can be more efficient, since the service provider
deals with the costs of hardware (or IaaS/PaaS if applied), system performance, and the
energy footprint under a given monetisation approach to produce an acceptable level of
service given shorter execution times. To this end, providers offer a dedicated, but limited,
feature set targeting specific problems that the clients demand for.

Although more and more flexible platforms become available, offering clients services to
deploy their own routines for other customers (e.g. Salesforce Customer Relationship
Management (CRM), Content as a Service, Disaster Recovery as a Service, Backup as a
Service, or Blockchain as a Service) is a service–type with higher scale of customisation
that goes smoothly into another modern cloud services category discussed next.

PaaS type of cloud computing relies on offering a software platform, reducing the com-
plexity exposed to clients, such as deployment of servers, orchestration of sub–services,
infrastructure auto–scaling, etc. It offers more flexibility and customisation to clients and
allows running bespoke code for their customers more extensively. PaaS is a well sta-
bilised but still growing area in cloud computing services and application platforms are
expanding rapidly, e.g., Heroku, Cloud Foundry, Engine Yard, AWS Elastic Beanstalk,
Amazon Elastic Container Service (Amazon ECS), Google App Engine, IBM Bluemix,
Jelastic are only some examples.

Following this trend, there has been more work towards abandoning the use of servers
level details, hiding servers behind layers of abstraction, and providing the platform of
serverless computing, also called FaaS. A code realising functionality is deployed into a
more abstract service, wrapping and not exposing the details of the servers provision-
ing, by applying more extensively containers and virtualisation for fast servers spin–up
(Hendrickson et al, 2016). Such an approach to computational power provisioning offers
a model that seems to be one of the more promising today with many vendors provid-
ing general FaaS, such as Google Cloud Functions, IBM OpenWhisk, AWS Lambda, and
Microsoft Azure Functions (Kiran et al, 2015; Baldini et al, 2017). These frameworks
give the required flexibility to deploy custom code, yet leaving the complexity associated
with the deployments and the resources utilisation to the cloud provider. They vastly
offer event–driven asynchronous calls processing. Apart of the high scalability introduced
by design, the approach may bring significant costs saving as opposed to traditional on–
premises or IaaS, as depicted on Figure 2.12, especially for not heavily used functionalities
of entire systems or their parts: subsystems, components, services and functions.

12The risks of economical inefficiency increase further when the frequency of activity is high. Of course,
the unpredictability of the load has a key impact on the service economics too.
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Figure 2.12: Cost and energy efficiency of traditional server–based deployments on–
premises or under IaaS model vs. serverless and FaaS.

Cloud computing and private to enterprises (on–premisses) data centres are required
to improve their general performance and electricity intensity, in order to minimise the
staggering effect of the expected 25% annual growth rate for Global Data Centre IP
Traffic. As reported by Andrae and Edler (2015), the prediction for the computing power
consumption follows an exponential trend and all data centres are projected to use around
7% (even up to 13%) of global electricity in 2030 compared to 1% in 2010. Furthermore,
one of the biggest reasons causing high energy consumption in cloud data centres is that
resources with low utilisation still consume a sizeable amount of energy (Beloglazov, 2013).
The average resource utilisation in most of the data centres is lower than 30%, and the
energy consumption of idle resources is more than 70% of energy at peak–time (Barroso
and Hölzle, 2007; Barroso et al, 2013).

The cloud computing developments discussed above target the efficiency of power and
infrastructure use, with the ultimate aim to fully utilise the entire computational power
available. However, the closer we get to that point, the higher the probability of facing
risks related to fulfilled capacity and overused infrastructure. These types of scenarios
generate much harder problems for scheduling, more difficult control situations, much
longer processing times, and in effect can have an impact on SLA defined between service
provider and clients, as described in Section 2.2. Violated SLAs may cause higher fines
as contractual penalties to be paid.

ASM tackles control aspects of the operating domain trying to balance cost and SLAs.
This thesis considers that these objectives can be reduced to monetisation, where all
resources, usage (services calls and load profile) and SLAs can be aggregated down to
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cost and revenue calculations, as formulated in Chapter 3.

This also relates to advances in Power–Aware Computing, focusing to maximise the com-
putation efficiency as a function of energy consumed (Fan et al, 2007; Kim et al, 2009;
Berl et al, 2010; Kim et al, 2011) by relying on dynamic resources allocation (Beloglazov
et al, 2012; Lee and Zomaya, 2012) or virtual machines placement (Beloglazov and Buyya,
2010a; Moreno et al, 2013; Duolikun et al, 2017), but may also be facilitated by appli-
cation action level control (Sikora and Magoulas, 2015). Moreover, this approach can
be beneficial in the context of Energy Proportional Computing, where the main issue is
to deal with the high static power that is caused by the fact that a computer consumes
significant energy when it is idle but also to control the power to operate under load,
which is not linear (Barroso and Hölzle, 2007). Low dynamic range and poor efficiency
at low to medium utilisation (low energy proportionality) is generated when there is high
static power relative to the maximum loaded power (Barroso et al, 2013). Naturally,
cloud providers consider upper ranges for resources utilisation in an attempt to avoid
reaching saturation levels; that is an area where termination control can provide a good
countermeasure, as elaborated in Chapters 7 and 8.

Other areas that can potentially benefit from this approach are new architectural paradigms,
such as containerisation, microservices, and distributed computing (García-Valls et al,
2014). This new tendency adopts the idea of decomposing bigger systems into constel-
lations of smaller, loosely coupled applications. This enables better targeting of specific
needs and offers fit for purpose, yet autonomous, applications that are easier to deploy
and scale up. Such an approach allows to reach operational points close to saturation
but still deliver a good, healthy service without SLAs violation. This naturally offers
opportunities for application level control like micro–scheduling and action–termination
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Figure 2.13: Areas of responsibilities between client and provider of service type.
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aspects relevant to the proposed approach.

Scheduling is another technique worth mentioning to achieve higher performance for ap-
plications running on the cloud (Phan et al, 2011). Unfortunately, to the best of author’s
knowledge, most of the existing energy–aware scheduling algorithms do not sufficiently
consider real–time task allocation and energy saving simultaneously on the cloud. More-
over, real–time cloud computing challenges require additional attention in that respect
since tight execution–time coordination is a key aspect of SLAs (Zhu et al, 2014). Con-
sequently, in many cases SLAs targets are achieved by allocating much more resources
than needed, which is in a strong conflict to power–level economics, and this should be
considered in the context of cloud resources optimisation (Bi et al, 2015).

Currently, cloud computing does not offer real–time effective promises- existing hypervi-
sors provide no guarantee on latency, and there is lacking of service level agreements on
latency applied. Still these requirements, although not in place at this stage, are going to
be more and more present due to increasing demand from latency-sensitive applications,
e.g., cloud gaming, communication, streaming, where simple cloud outsourced resources
allocation, with calculated headroom, is not adequate (Liu et al, 2010; Duy et al, 2010;
Zhu et al, 2014). More details about termination control in microservices and real–time
systems and the cloud are presented in Chapters 4 and 9.

Resources, system and services activity monitoring provide an outlook of the enterprise
system operation. Nevertheless, gathering measurements and making inferences from the
data remain challenging in APM and ASM fields, since usage and performance metrics
should be acquired from all significant elements of the enterprise systems and from all
tiers of its architecture (Haines, 2006; Sydor, 2010; Grinshpan, 2012), as discussed in
Sections 3.5 and 3.6.

Sikora and Magoulas (2013b) introduced a learning controller framework for adaptive
control in application service management environments and explored its potential in
simple scenarios. This framework is extended, it is equipped with re–training capabilities
and is incorporated into a model–based test–bed, where the collection of results is more
efficient allowing the execution of long test runs involving real–systems experimentation.
This time the emphasis is placed on more complex, business–oriented scenarios where
SLAs are defined as functions of not only call counts, as in author’s previous work, but
also take into account execution time, and convert directly to revenue, as per the defined
monetisation model of SaaS, or PaaS systems, as detailed in Chapters 7 and 8.

2.9 Software Development Industry Practices

Of course the system must be designed and implemented accordingly to support per-
formance level control and correctness of SLAs later in production. Currently adopted
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Figure 2.14: End to end testing approach triangle. From top: full end–to–end manual
user journey test, end–to–end UI driven automated testing, system tests, integration tests
and unit tests.

software development methodologies and implementation techniques broadly tackle the
performance engineering process.

Recent practices rely more and more on full automation trying to limit manual test plans
to bare minimum. Approaches inspired by TDD and Behaviour Driven Development
(BDD) stimulate designing tests automation as an internal part of SDLC. The testing
triangle presented in Figure 2.14 (Crispin and Gregory, 2009) illustrates the levels of the
different testing approaches that contribute to the overall testing strategy of a system.
The top level gives the deepest business insights mapping full sequence of user interactions.
A lower more detailed level of acceptance testing is also present, starting from the UI and
the system wide test to integration, and ending on unit functionality level.

CI (Fowler and Foemmel, 2006; Duvall et al, 2007) helps to test as early as possibles,
ideally after each build, whilst CD (Humble and Kim, 2018), as a wider concept, promotes
fast and fully automated release process that pushes the changes as early and as often as
possible, allowing to collect the feedback after each new version adoption.

With use of CI and TDD methods development teams test early and monitor everything
which reduces performance blind–spots. Figure 2.15 presents the depth of performance
testing approaches in the context of system layers. Top levels of automation can be
a source of automated load tests tackling performance checks of all components that
support functionality, like databases access, web–services, integration with other systems,
and replication of end–to–end user journeys. Performance testing in a type of load, stress
and soak tests, is a vital element of regression testing, executed before each release,
but also verifies that the given software configuration and hardware resources provide
acceptable foundations for the particular SLAs.

Rigorous functionality and performance testing prevent situations that could lead to rad-
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ical or, most importantly from CD perspective, gradual performance degradation, risks
of equipment bottlenecks, even power and energy consideration, and as a consequence
create software bloat situations, larger resources use under IaaS, or high costs of service
provisioning under FaaS.

Adaptive control methods are well aligned with targets of high frequency release cycles.
The real–user performance monitoring, production systems logs and audit data can be
great sources for new performance testing used prior to future releases.

The highlighted area has a great importance for an ASM control suite design, where op-
erators, DevOps and development teams interact with gathered EIS data and collaborate
in order to achieve higher system performance in each of the competence niches, and
provide a more holistic approach to improve the overall performance of the enterprise, as
discussed in Chapter 9.

2.10 Summary and Contribution of the Chapter

This chapter discussed various areas of modern software development and systems deploy-
ment, which form critical part of the background for the research rationale of application–
level adaptive controllers that can be used in ASM environment. Outlining the wider pic-
ture is necessary to place the design targets of ASM control suites. In this context, along
with development of modern cloud computing, virtualisation, containerisation, microser-
vices, serverless computing advances, the adaptive control can introduce further support
in the systems performance and SLAs.
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The concepts, methods and the review presented in this chapter contribute to the thesis as
they help positioning the work in the wider area, setting up the scene for methodological
choices and design and implementation work that are described in the rest of the chapters.
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Chapter 3

Problem Statement

“Nihil est in intellectu quod non prius in sensu.”
“Nothing is in the intellect that was not first in the senses.”

— Thomas Aquinas (1225 -– 1274)

“We are to admit no more causes of natural things than such as are both true and
sufficient to explain their appearances.”

“Rules of Reasoning in Philosophy”
— Sir Isaac Newton (1643 — 1727)

This chapter describes the statement of the problem tackled in this work and introduces
a framework, as a conceptual model, in the field of ASM, describing it at a high–level of
abstraction. Henceforth the following chapters will refer to the problem statement and
discuss more practical and lower–level aspects, e.g. specifics of the monitoring and control
approach and the adaptivity methods.

3.1 SLA–Driven Services Management

There is a tight relation between financial performance and the ability to provide a service
under a contracted SLA function fSLA, as described in Section 3.4. Financial performance
P is defined as a composition of revenue R and costs C, and can be denoted as

P =
∑

(R− C) ∼ fSLA; R,C ∈ R+ ∪ {0} . (3.1)

The main objective of the problem being formulated is to optimise the service of the sys-
tem, i.e. maximise effectiveness by reducing costs included in the SLA, in the background

43
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of load, resources usage, and performance characteristics of the service. All those aspects
are time–variant, thus the adaptivity of the control process plays a key role.

An SLA, as a set of service–level objectives to be met by the parties, can be represented
by a set of formal expressions that have an if...then structure. The antecedent, if part,
contains conditions and the consequent, then part, contains actions. In the thesis, this
definition considers the scope of possible actions as undertaking profit/costs related de-
cisions, in line with what the parties agreed to do when the conditions are met. Such an
approach allows to transform if...then structures into a function of action execution time
and incorporate it into a more complex function, where costs and profits of the same ar-
gument are considered (see Equation 3.1 and, below, Equation 3.8). SLAs as functions of
action execution time are normally exhibiting non–increasing monotonicity; an example
is in Table 7.1 and Figure 8.4, described in later chapters, which give some instances of
SLA used.

3.2 ASM Controller Work and Services Optimisation

The main challenge of the ASM controller is to adaptively react on changing system
conditions in order to optimise a set of objective functions defined by SLAs. End–user
behaviour, internal system actions/events and all scalar resources measures can be mod-
elled by equations as formulated below.

An ASM control system running within an enterprise class system can be formulated in
the context of dynamic systems. Given a system of functions: C : Rn+1 → Rn+1, n =

k +m in time domain, where k is the number of actions and m is the number of system
resources. All run-time characteristics of the system are defined by a set of resources and
input/output actions - the current values define the system state.

Let’s assume that r is the set of all system resources, which fully describe the system
conditions. Main focus will be set on those resources which are measurable:

r = {r1, ..., ri, ..., rm}, r ⊆ r, (3.2)

where the i–th resource utilisation is a scalar function, denoted as ρ, of other measurable
resources and actions in time:

ri(t) = ρ(r, a, t), ri(t) ∈ [0,∞]. (3.3)

Only some measurable system resources can be controllable rc ⊆ r. There are synthetic
resources (abstract resources), which can be derived/calculated on the basis of other sys-
tem parameters (resources and actions functions) rs ⊆ r; rs∩rc = ∅ : rs(t) = ρs(r(t), a(t)),
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therefore cannot be controlled directly, but can be used in later processing for control rules
induction.

Suppose a is the set of all system actions, where we focus on only measurable actions
based on the assumption that not all actions can be monitored (it should be noted that
intrusiveness aspects are discussed in Chapter 4):

a = {a1, ..., ai, ..., ak}, a ⊆ a, (3.4)

where the i–th action execution is a function, denoted as α, of resources utilised, by
executed actions, that were triggered by i–th input event signal γi(t), with use of i–th
parameters vector Pi:

ai(t) = α(r, a, γi(t),Pi), ai(t) ∈ {0, 1}, (3.5)

triggered by the i–th event impulse with vector input parameters Pi = [P1, ...PX ],Pi ∈
RX , which depends on available system resources, and consequently on other actions ex-
ecutions – using a shorter form ai(t) = α(r, a,Pi, t). Similarly to resources definitions,
some actions are controllable ac ⊆ a. The controller can read only execution time charac-
teristics during the run–time of the actions, including termination, but any other change
of the functionality is not allowed. Many action instances of the same action type can ex-
ecute concurrently, the i–th action type can have many instances executing concurrently,
for different values of input parameters.

The System model C is defined as a vector of functions describing the system state space
in a discrete time domain C : [r, a]. It can be also presented as the following system of
difference equations (state space) (Eq. 3.6), containing often highly non–linear functions
ri(t) ∈ r, ai(t) ∈ a.

C(t) :



r1(t)

...

rm(t)

a1(t)

...

ak(t)

,
r(t) = ρ(r(t− 1), a(t− 1),Pi, t),

a(t) = α(r(t− 1), a(t− 1),Pi, t)
(3.6)

The following block diagram (Fig. 3.1) shows dependencies in the system under ASM
control between: input event signals γ(t), output feedback signals r(t) ∈ r, a(t) ∈ a, and
control signals rc(t) ∈ r, ac(t) ∈ a. It is vital for further descriptions in the thesis to
note that building a model of the system containing explicit or aggregated values along
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Figure 3.1: The ASM control system block diagram.

the definition of the above equation is extremely difficult. This is discussed further in
Chapter 7.

Intuitively, this system of equations (3.6) defines an n–dimensional curve (system states
trajectory), in a discrete time domain. The curve projection along individual dimensions
can be analysed independently as describing particular elements of the system, which
remain in causality relation with each others. This property is used in the similarity
matching process and relevant features selection methods presented in Chapters 5 and 6.

3.3 System Performance

Measurements define an ASM control system responses and identify run–time character-
istics effectively creating a model of the system performance characteristics. Considering
the high–dimensionality of enterprise systems (Grinshpan, 2012) and the large size of the
time–series databases, such a model is difficult to be expressed analytically. Moreover,
there are many complex execution interdependencies in an enterprise system (Sydor, 2010;
Sikora and Magoulas, 2013b) that are effectively recognised while running to operate the
requested services.

Resources r utilisation is a cumulative result of running system functions, actions a, thus:

rk(t) =
∑
i

mik(rk)ai(t) + nk , rk ∈ r, ai ∈ a , (3.7)

where rk is the k–th resource time series, ai is the i–th action time series, mik is an
unknown coefficient of a component or service, which causes changes in rk after ai calls,
and nk is noise that can be considered as an error. The presence of the error vector nk
can be caused by several factors. Typically it is related to a noise in the system that may
be result of unwelcome and often hidden components such as software sleeps, software
waits, or waits for unmeasured resources. It can be also related to other operating system
or software level framework operations, or simply caused by not monitored activity that
utilises system resources. We can assume that the vector nk consists of non-negative
values, as the previously mentioned situations introduce additional execution time in
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the measured resources utilisation; for instance when resources are used more than the
monitored action times suggest.

3.4 System Under Control

Suppose a computing system receives incoming requests for an action a to be processed
in order to produce a particular service result by employing resources r(t) according
to effectiveness given by an SLA function fSLA. Hence the general operation of the
computing system can be defined as a dynamic process of all activities a and resources r,
and is produced in line with some conditions as a result of running the system code and
functionality on a given hardware/software configuration.

The controller changes the characteristics of execution time during the run–time of actions.
This is realised by using termination actions, but without modifying other functionalities.
Many instances of the same action type a can execute concurrently, i.e. the i–th action
type can have many instances executing concurrently for different values of the input
parameters Pi.

The output of the system is fed back through a monitoring facility (Fig. 3.1), which
employs sensor measurements, and is compared with a reference value that has been es-
timated from a collection of historic data (measurements/metrics). The ASM controller
considers the difference between the reference point and the current output (actions ex-
ecution times and resources in our case) to change the inputs to the system under con-
trol. This type of controller design follows the paradigm of the closed–loop feedback
control (Hellerstein et al, 2004), and the controller is suitable for a MIMO enterprise sys-
tem, defined in a high–dimensionality space of Rn+1 → Rn+1, n = k +m in time domain,
where k is the number of measurable system actions and m is the number of system
resources (Sikora and Magoulas, 2013b).

The SLA function, fSLA, can be considered as an abstract resource that is not associ-
ated with a particular physical component nor is it directly linked with a computational
parameter. The function can be derived synthetically by an equation from other system
parameters, where resources and actions are taken into account. Therefore, fSLA can-
not be controlled directly but plays a key role in later processing for the induction of
control rules. As mentioned above, this function can be a composition of many factors,
but very often in SaaS/FaaS/PaaS systems it is deducted from the execution time of
actions. It is in direct relation to the service provider’s productivity as financial perfor-
mance P ∼ fSLA, and may be built considering the service provider’s revenue but also
operational and control costs. The following equation represents the relations:

P ∼ fSLAa = fR(ae)− fC(aet)− fC(aterm)− fC(r) , (3.8)
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where fR(ae) denotes revenue, a function of action executions that is the main factor ex-
posed to client as price for a particular service, fC(aet) represents costs of SLA violations,
which is a function of action’s execution time, fC(aterm) represents costs of penalties for
terminated actions, and lastly, fC(r) denotes costs of resources as infrastructure provi-
sioning.

An SLA in most cases is a function of an action execution time, but can be also built as
functions of system resources:

fSLAi
= fSLAi

(a, r, t), t ∈ R, (3.9)

where the following condition is met ∃tr ∈ R : fSLA > 0; ∃tp ∈ R : fSLA < 0; which is
later called reward and penalty respectively.

Due to the fact that, in this context, most of the computation costs are specific for a given
action, one can derive the cost of resources needed to support specific computation. Thus,
fC(r) considers mainly the infrastructure required to support the service (the current
industrial context in this area is examined in Section B.1.6). Effectively infrastructure
costs are less dependent on fluctuations in computing, and in the control approach adopted
in this work we have assumed that this function is constant. In this work the infrastructure
is not subjected to control, therefore any optimisation does not consider this dimension,
which can be set as a constant parameter.

It is up to the service provider and client to agree on the level of service that would
be delivered per action type. For obvious reasons, the service provider does not have to
expose low–level operational details to the client but, nevertheless, has to consider all these
issues. Such a system can work under tight supervision, including monitoring and control,
of the ASM framework. The control responds to a given run–time situation and exploiting
previously–collected data, which define performance characteristics associated with input
(e.g., activity frequency, load patters) and output data (e.g., resources utilisation, actions
execution times, SLA values), adapts the system to challenging situations with the aim
to optimise the economics of the system, i.e. minimise costs, fC(aet), fC(aterm), and
maximise revenue fR(ae).

A system state S at time t is defined as a vector of collected metrics of resources utilisation,
r(t), but also system input load to actions a(t), and outputs, such as execution times and
SLA values fSLAa(t). During operation, system states gathered in time form a trajectory
in the state space S, where the search for the best available solution takes place:

S(tc) = [a, r], S(tc) ∈ S , (3.10)

where a, r are vectors of actions and resources collected:
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a = [a0(tc), fSLAa0(tc), ..., an(tc), fSLAan(tc)] ,

r = [r0(tc), ..., rm(tc)]
(3.11)

at a specific time instance tc.

In order to maximise productivity of the system P , as defined in Eq. (3.8), the controller
evaluates system states, S, attempting to reconcile the service workload economics defined
by incoming activity, fR(ae), and utilised resources, fC(r) on one hand, and the other
limiting costs of SLA violations, fC(aet), and actions terminations, fC(aterm).

Consequently, the control process aims to generate a sequence of system states that lead
to maximising SLA,

max fSLA(t) ∈ S , (3.12)

and so the key measure for the control is the sum of SLA values of all action types, in
time, as a cumulative value of service provider productivity that shape the landscape of
profitability from service provisioning perspective:

TSLA(t) =
∑
i

fSLAi
(t) , (3.13)

where fSLAi
(t) is a time series of all collected values in time t, which incorporates costs

and revenue for an action type SLA, fSLAa .

SLA functions that are driven by action execution time may be exposed to clients and
extended by more complicated cost and revenue definitions. The usage of such SLA
would create a bilateral contract and may, for instance, enforce the use of fast and stable
functions to be executed on code deployed as part of the SaaS/PaaS container. Such a
solution may be desirable, especially in serverless computing scenarios, so that the entire
operational–service implications are more visible and both parties can benefit from that.
This is another reason why it is better to focus the controller directly on maximising fSLAa

as the composition function of the transformation from operational costs, as a function
of resources and executing actions, to financial performance.

In certain situations, as mentioned in Section 2.1, mainly in the events of excessive utilisa-
tion of resources that are saturated, it is economically viable to terminate incoming calls
so that the bottleneck resource can be released, allowing other actions to operate which
will bring more profit. This is a type of autonomous control that will be investigated
further in the experimental part of the study, presented in Chapters 7 and 8, where chal-
lenges relate to the quantity of action types and the different economic contracts defined
in their SLAs, any unknown run–time characteristics, and the nature of interference with
others actions types accessing the same shared resources.
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3.5 The Computing and Business Challenges

As mentioned in previous chapters, the main trend in cloud computing, but also in on–
premises corporate data–centres, requires systems to be scalable and easy to be de-
composed to smaller independently deployed components following the microservices
paradigm. A frequently used practice to provide stable level of service is to add more
and more hardware resources to increase computational power of the hosts supporting
the working solution.

Nevertheless, in terms of horizontal scaling seen from the engineering practice perspective,
there are strong limitations preventing such an approach from being always effective.
Not all systems can be easily decomposed nor be refactored to be scalable. Often faced
situation is an architecture of the system that prevents its scaling. Legacy systems, heavy
reliant on RDBMSs, middleware integration systems delivering routing or switching calls
that contain non scalable singletons are just a few examples where such an approach can
be challenging.

As far as the vertical scaling is concerned, there are also the obvious limitations of a
single host hardware. At the moment of writing the thesis the most powerful single CPU
available for general use (commodity segment) seems to be AMD Ryzen Threadripper
3990X with 64 cores (128 threads) tacked by frequency of 2.9 GHz (max. turbo clock
speed 4.3 GHz), with L2 cache 32MB and L3 cache 256MB and semiconductor size of
7nm. Limits of fast access memory, but also I/O with disks access and most importantly
network bandwidth limitations form far more difficult to overcome bottlenecks.

Furthermore, adding more computational power just to remove the risk of saturating
one of crucial resources may not be always necessary. Thus, the research programme
leading to formulation of this thesis was built on the assumption that short– or mid– term
load fluctuations can be managed and mitigated much cheaper by autonomous control or
human–based administration actions to increase profitability, as given in Eq. 3.12, of an
enterprise for internal use or cloud computing providers for external. The profitability
optimisation considers energy and hardware costs, but also impacts on QoS, as discussed
in Chapters 7, 8 and 9.

3.6 The Controller Challenges

It is time to review the controller challenges. To align with the nature of this chapter
the discussion below remains at a theoretical level. However in the following chapters the
reader will have an opportunity to review further technical sides of the controller challenges
while starting the discussion from control objectives, like for example in Section 4.6.

Since the SLA maximisation is the core control objective, as shown in Eq. (3.12), and all
SLAs could be possibly wrapped to a single unit, as shown above, one can simplify the
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formulation of the control problem avoiding the use of multiple objectives. This formu-
lation promotes the concept of monetisation to convert system assets and operation into
economic value, taking into account relevant financial statements, and enables adopting
a simple method to define explicitly the service required to fulfil a contract. Still, it is
important to highlight several difficulties that impede control stability and robustness,
such as:

1. Highly multidimensional space having an impact on control decisions and observ-
ability of controls actions – feature selection and dimensionality reduction targeting
these challenges are discussed in Chapters 5 and 6; for example see Figure 6.4.

2. Modifications of the control targets – dynamic SLAs functions or contracts renego-
tiation leading to re–definitions of earlier used SLAs.

3. High system inertia – especially present in situations where the actuation is not
widely applied in the system under control or the system may not react strongly
enough or the responses on control actions are seen with long delay; these issues are
considered in Chapters 7 and 8.

4. Poor predictability of load conditions – the load as an input to the system under
control may be very chaotic, or difficult to predict, so proactive measures may
be impractical. Thus there is naturally a reliance on fast feedback–loop methods,
such as monitoring and observing warning thresholds for early detection of SLA
violations, as discussed in Chapter 4.

5. Monitoring and control instrumentation intrusiveness – monitoring unavoidably
comes with changes to the observed object, as discussed in Section 4.2.4. Instrumen-
tation requires additional computation effort which needs to be considered carefully
while switching on the control; otherwise it may lead to dangerous situations and
over–control (too frequently executed autonomous control, too expensive evalua-
tions, etc.); these issues are considered in Sections 4.2.5 and 10.3.

6. System resources facing saturation points exhibit high non–linear conditions – un-
covering statistical characteristics of such non–linearities for response times is very
challenging, particularly when there are sudden changes and low observability due
to critically limited resources, which are required to collect probes, as discussed
Chapters 5, 6, 7 and 8.

7. Actions parameters, Pi, causing different behaviour and resources usage – impacting
not only the direct control, as discussed in Chapters 7 and 8, but also the preprocess-
ing stage where the thesis contributes the algorithms SDCIC and Application Service
Management Signal Deconvolution (ASM-SD), as discussed in Chapters 5 and 6.

It is worthy to highlight that some of the challenges mentioned above are also relevant to
other domains where control methods are used, such as control systems, computing and
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Table 3.1: Comparison of main challenges for control and their relative impact on the
difficulty of the problem solution from control system, computing systems and business
perspectives.

No. Challenge Control
system

Computing
systema

Business

1 Highly multidimensional space Strong Medium Strong
2 Modifications of the control targets Medium Weak Strong
3 High system inertia Strong Medium Medium
4 Poor predictability of load conditions Medium Medium Strong
5 Monitoring and control instrumentation intru-

siveness
Medium Strong Medium

6 Non–linearity caused by saturated resources Strong Medium Medium
7 Actions parameters Medium Medium Weak

aComputing system is understood as a combination of platforms, frameworks, components integration
and functionality.

business environments. Table 3.1 summarises the impact of these challenges in the three
domains mentioned above.

3.7 Summary and Contribution of the Chapter

This chapter proposed a mathematical formulation of the control problem and defined
the relevant variables for designing the ASM controller. The rest of the thesis builds on
this approach to develop an appropriate solution that addresses the challenges explained
in earlier chapters.

In this context, adaptive control is based on the use of the system resources, energy, APIs
or end–user performance considerations, and employs a suitable objective function based
on the service contract. The SLA allows to develop flexible functions that enable a control
block to adapt an enterprise system running under changing conditions to optimise the
performance targets.

This is a multidimensional search space, so to simplify the control design it is practical to
introduce a set of target functions that may have a single unit, including a formulation
of the financial perspective.



Chapter 4

Monitoring and Control Objectives

“In the fields of observation chance favours only the prepared mind.”
—Louis Pasteur Lecture (1854)

“When we had no computers, we had no programming problem either. When we had a
few computers, we had a mild programming problem. Confronted with machines a

million times as powerful, we are faced with a gigantic programming problem.”
—Edsger W. Dijkstra (1986)

This chapter introduces a composite system of metrics gathering and collection. These
metrics provide the foundations for deciding how the control should be applied and as-
sessed in order to optimise the system operation in the direction specified by the SLA
definitions. First the reader is introduced to observability and controllability properties
of ASM systems. Then the chapter explains how these can be exploited in the monitoring
and control instrumentation of the proposed framework.

4.1 Observable and Non–observable Dimensions

In most cases, available resources and fundamental system design features, such as scal-
ability, maintainability, availability, predictability, high resilience, well addressed non-
functional requirements, use of particular technology and code optimisation aspects dic-
tate the system response levels. Even the best designed systems can face low service
quality in situations of high load service operations, or when crucial hardware and soft-
ware resources are saturated. To reiterate a challenge stated in earlier chapter, almost
every parameter tuning change in a system working under conditions of limited resources
may cause more harm to other areas of the system than the potential benefits for which
the action was intended.

53
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Figure 4.1: Monitoring and control considerations with respect to service provider and
client agreements and targets.

An ongoing comparison of production metrics before and after running actions creates
an outlook of operators’ decisions and of the correctness of the control activities. Opera-
tions staff, or autonomous control agents, possessing knowledge about the system usage,
can modify a variety of run–time parameters in order to adapt the system to changing
situation, e.g. application specific settings, functionalities switches, cache memory thresh-
olds or end–user functional limitations (Haines, 2006; Sydor, 2010; Grinshpan, 2012). A
general ASM control cycle has been outlined in Figure 1.1. The monitoring and control
considerations of service provider and client have been depicted in Figure 4.1. Service
provider business–model targets and contractual SLAs with the client are strongly influ-
encing the adaptive control policies and the operators’ decisions.

It is imperative for the quality of the control to analyse the application, system and
platform architecture and extract those areas that are observable to APMs, ASMs or
custom integrated monitoring, as detailed in Section 4.2, and have a direct measurable
effect to service quality and business model targets, as explained in Sections 4.3 and 4.4.
The visualisation of the profiling and monitored data in a context of systems structure
will be discussed in Section 4.5, while the modification of system elements that can be
controllable, adding actuators and setting up control objectives, will be described in Sec-
tions 4.6 and 4.7.

The rest of the chapter explains the concept of monitoring in the context of specific
metrics collection design as used in the experiments of the adaptive control reported in
Chapters 7 and 8.
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4.2 Monitoring

Any control action has to be performed on a basis of gathered data. The data can be
stored in a knowledge base, containing pre–processed metrics describing system run–time
situations. The storage mechanism is necessary to secure the datasets for later system
debugging, but also to provide transparency for human operators. Persisted metrics are
time–sequences of services and resources states, forming a detailed knowledge repository
of the system load, requested service actions, responses in the background of the level
of available resources, but also adopted control actions. The collected metrics provide
a frame of reference for the operation of the system and its potential trajectories in
the state space. In this context, the controller operation relates to the exploration of a
multidimensional, discontinuous and multi-modal search surface. Figure 4.2 illustrates a
general integration of a system with passive, active and resource monitoring.

Adaptive controllers, examined further in Chapters 7 and 8, search configurations of
parameters for which the system responds in a better way according to some criteria
(e.g. cheaper hosting, faster responses, stabler service, greater total revenue and SLAs
footprint). However, in highly utilised environments there can be many cases where any
of these criteria may be conflicting with each other. In this context, one has to find a
set of criteria that are capable of creating solutions which are closer to the optimal ones
considering all defined objectives.
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Figure 4.2: Active, Passive and Resources Monitoring.
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4.2.1 Passive

Passive monitoring is applied through instrumentation and enables supervision of real–
users or API clients interactions with a system. Metrics collected using this approach can
be used to determine the actual service–level quality delivered to end–users and to detect
errors or potential performance problems in the system.

4.2.2 Active

Active (Synthetic) monitoring actively checks the system states and collects data in sched-
uled mode, i.e. by scripts that often simulate an end–user activity. Those scripts con-
tinuously monitor at specified intervals, for performance and availability reasons, various
system metrics. Active agents are also used to gather information about the state of
resources in the system. Active monitoring is applied whenever there is a strong need to
gather information about the current state of the application, and to detect easily times
of lower or higher than normal activity.

In order to provide visibility of applications’ health and stability under more complex
sequences of actions, an active agent (scripts) can emulate users’ behavioural paths or
specific APIs transactions. Thus, such an approach to active monitoring is often called
synthetic monitoring. It can be an additional proactive detection of system slowness or
downtime in the context of the real business usage profile.

4.2.3 Resources Monitoring

Metrics explaining utilisation of resources are typically collected in an active way by agents
that are deployed as close to the system as possible. Certain software resources, e.g.
Message Queue (MQ) queue length, Content Management System (CMS) data entries, or
ESB requests count, Database (DB) data volume size, can be also monitored by passive
agents deployed into the software responsible for a service. Change to an important level
may fire an event for an APM suite.

Business oriented metrics, synthetic KPIs and SLAs can be monitored in both active and
passive ways.

4.2.4 Intrusiveness of the Monitoring Process

Observer effect phenomena are present in physics (e.g. probe effect, uncertainty principle),
sociology (Hawthorne effect, subject– and observer– expectancy effect, confirmation bias)
and also prevalent in information technology. Following this line of thought, the more
an observer desires to know about the ASM environment’s dynamics and more probes
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are passively or actively collecting metrics, the more the system is loaded by this non–
functional activity and in effect the measurement uncertainty is raised.

Especially high intrusiveness may be present in (a) passive monitoring due to deep instru-
mentation and (b) synthetic monitoring involving sequence of interactions. Both can have
significantly negative impact on the performance, therefore in addition to other factors
their design has to consider working under high systems’ utilisation.

The impact of the level of intrusiveness can be reduced by adaptive sampling. This tech-
nique allows raising the rate of samples (in a way that is not additionally stressing the
system) when more information is needed proactively, or decreasing it when the need for
information is not high or the system is reaching a difficult to maintain level of load.
Another technique for lowering the intrusiveness of the monitoring is to allow instrumen-
tation to adapt to conditions and switch off (or timely suspend) passive monitoring in
areas that do not exhibit very different to the expected level of load, or when the system
encounters higher load. Both techniques require a control mechanism that can consist
of a simple gauge–threshold or a more complex model that will be able to classify the
conditions of the monitoring, which ultimately can change the system under observation
and may even introduce another set of instabilities to the main control system leading to
over–, under– control or monitoring “heisenbugs”.

From technical perspective, the foremost priority in the design of passive monitoring is to
find a balance point between the need for collecting metrics (as this can lead to a higher
memory footprint in a source system) and sending them (too frequent events can have an
impact on performance, I/O and MQs if present) to an isolated from the control system
persistence store; in Chapter 7 there is a longer discussion about this issue.

Another matter where extra attention is needed is the intrusiveness of the control in-
strumentation and control decisions processing. In order to reduce the time delay, the
controller decision software need to be deployed as close to the systems as possible and
the controller actuating modules shall be tightly integrated with the applications under
control. Therefore, in situations where the software uses too much computation power
the service may be significantly impacted by the optimisation and the control is not only
ineffective but can harm system performance. Chapters 7 and 8 analyse these issues in
more detail.

4.2.5 Systems Instrumentation

Instrumentation plays a key role in passive monitoring and control actuation in EIS, as
discussed in Section 4.7. It is present in all layers of the system; starting from the OS level
deplorable agents (for hardware, network, Berkeley Packet Filter (BPF), Gregg (2019),
and OS details visibility), run–time platform hooks (Java with JMX, Python, Amazon
Web Services (AWS) PaaS and FaaS CloudWatch, Azure Application Insights, etc.),
application level weaved–in probes (UI front–end level instrumentation in JavaScript,
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web–services for UI and exposed API instrumentation), up to human perception driven
feedback mechanisms.

Often enterprise scale systems require auditing features that support various functional
and non–functional needs. These code regions can offer a great control value if extended
with monitoring instrumentation. Similarly, integration with logging can be a very in-
teresting point for gathering various synthetic metrics. An additional advantage of this
metrics collection method is its very limited impact to the existing intrusiveness charac-
teristics of the system.

Description of all the methods lies far outside of the main topics of the thesis, but it is
instrumental to mention that both (a) the completeness of the metrics collects from all
vital elements and tiers of the system and (b) the fast feedback loop for accurate control
applicability are the absolute core elements of an adaptation scheme that provides quality
control. More details of the EIS instrumentation for both areas of ASM monitoring and
control can be found in Chapters 7, 8 and 9.

4.3 Measures of Service Quality Objectives

Service quality objectives are commonly defined as SLAs, which are contracts between a
service provider and a customer (Parekh et al, 2002; Chen et al, 2010). Henceforth the
SLA may be composed of one or more specific measurable characteristics of QoS that are
combined to produce a target value, ideally scalar. Thus, they can be seen as KPIs of the
provided service and be used in the performance service quality level reporting for the
administrators and the management (Brooks and Chittenden, 2012), and, naturally, they
can provide a base for autonomous control agent actions.

Various cloud computing vendors use SLA credit policies in order to secure the contract
with customers. From systems monitoring performance and control perspectives there are
two measurement groups that are particularly important. These are about (a) execution
time and (b) availability, and are examined below.

4.3.1 Execution Time Measurements Scheme

Passive monitoring instrumentation agents allow to trace the execution times of important
for the client and service provider contract software elements, e.g. UI front–end code in
SaaS, WSs in PaaS, or API calls in FaaS. Typically, it is easy to persist the scalar values
per individual call and apply further data aggregation policies to transform the metrics
values to a granularity level that is easy to track for a given software element, an action a,
or SLA contract perspective (Kyriazis, 2013; Van Der-Wees et al, 2014). Active monitoring
offers the way of collecting those aggregated values.
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For the time being, the support for cloud vendors of hard–real–time service delivery is still
not adequate enough in neither SaaS, PaaS nor FaaS. However, it is expected that the
necessity for these sort of requirements will grow gradually and SLA monitoring should
be able to support that need adequately. This aspect is an important consideration for
the real–time control constraints investigated in Chapter 8.

Lastly, a crucial consideration in microservices and serverless computing execution models
is to tackle time observations related to the agreed maximal time to services SLAs, i.e.
the full service readiness after spin–off, or readiness after a long time of inactivity.

4.3.2 Availability and Outages Measurements Scheme

There are three commonly used availability metrics groups, each introducing a slightly
different calculation approach to credit an SLA: pro–rata, threshold and percentage. Pro–
rata is essentially a proportional method to calculate the time of services unavailability,
which is above the guaranteed SLA value, that is then credited as a discount or ex-
tra service time to the next accounting period’s agreement (although cap may applies).
Threshold driven SLA schemes provide a guaranteed availability, but the contract viola-
tion is conclusive only after the unavailability time exceeds a given threshold of agreed
total time. In other words the service provider has an agreed amount of time to address
the problem before the penalty or a service credit can be applied. In contrast, percentage
oriented SLA schemes apply credit policy discounts to the next accounting term based on
the outage time recorded against the agreed unavailability time as per the SLA.

An additional dimension of an SLA is the platform or provider’s system error rate that
can be wrapped into a scalar metric collected by an active monitor.

In a context of non–acquisitive control, as discussed in Chapters 7 and 8, negative mon-
etised SLAs, or lower revenue values, are applied in case requests executions have been
terminated by the controller.

4.4 Measures of Internal Control Targets

While SLAs are treated as targets that a service provider shall meet as per the contractual
bounds with customers, there are many other internal considerations that should be taken
into account to measure business–model performance and other underlying resources like
energy consumption, equipment utilisation, or amortisation of the business–investment.
Several of these aspects will be discussed in detail in Chapter 9.

An example of joint targets are SLAs, which are based on a superposition of execution
times, and additional models of bonuses or penalties that help meeting higher client
satisfaction goals. Some SLAs may be explicitly defined with extended costs, energy and
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equipment utilisation considerations to follow an open–computing paradigm and support
open standard cloud computing platforms like OpenStack for IaaS (Jackson, 2012) or
Cloud Foundry for PaaS (Sellami et al, 2013).

4.5 Profiling and Visualisation

Appropriate visualisation of systems dynamics is a key to understand the subject by op-
erations and development teams engaged in performance analyses (c.f. with Figure 2.4).
Well accessible graphical representation of the collected data removes barriers and en-
hances communication between the teams. As visualisation is out of the scope of the
thesis, there is no point to extensively review all available visualisation approaches used
in industry. Especially as this is a time of great dynamism and advancement in the ASM
and ASM fields. However, it is worth to review briefly the space and declare common
nomenclature for the subsequent use.

Active monitoring usually contributes to the collection of scalar values sequences thus it
can be directly visualised as time–series charts or in other aggregated way when more
dimensions of the data points are taken into account, e.g. heat maps, surface plots, violin
plots, colony graphs, scatter–plot matrices, and finally analyses with use of On–Line
Analytical Processing (OLAP) cubes and pivot tables.

There can be many rather general ways of presenting collected data, as those just men-
tioned above, but there are also quite specific visualisation methods in use that aggregate
many data and present them together e.g. AppDynamics Application Flow Map show-
ing details of the entire system on a dashboard, or SolarWinds Network Performance
Monitor depicting the topology of the network, or Google Page Speed Insights presenting
CWV collected aggregates in comparison to specific test performed in synthetic way for
a request.

A valuable way of gaining insights for decision making is to analyse visual correlation
between systems performance and their usage, i.e. by Google Analytics or Matomo, costs
of running the hosting vs revenue for the company financial performance. In this direction,
many firms invest in custom models and visualisations dashboards.

Sankey diagram can be a very effective tool illustrating the strength of calls in the services
or tiers of application or even to individual classes methods called. This type of diagrams
can be also used in causality measures matching between reason and effect on resources
and SLAs, as discussed in Chapter 5, where simpler dependency graphs are in use. In
order to track the changes in time very effective can be use of alluvial diagrams.

Passive monitoring instrumentation software introduces a great opportunity to collect
execution times. The scope of the various execution times between software tiers, sub–
services, front–end, back–end, web services, call stacks, or sequences of calls, produces
a tremendous field for visual analytics. The most powerful techniques typically involve
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interactive graphical representation with use of execution traces (Trümper et al, 2013),
call stack and call tree graphs, flame graphs (Gregg, 2010; Bezemer et al, 2015), waterfall
diagrams (Broda et al, 2019).

4.6 Monitoring and Instrumentation for Control Ob-
jectives

This section will provide more technical background to some elements of the problem
statement and control approach, outlined in Section 2.5, and to the challenges presented
in Section 3.6.

In the thesis, the objectives are stated with use of SLA definitions containing all Capital
Expenditure (CapEx) and Operating Expense (OpEx) aspects of running EIS. The typical
use of the SLAs would be to minimise the costs of performing the service of computation,
but can equally lead to optimisation of key resources footprint, energy usage, or minimising
execution time of selected functionalities (actions), which directly and indirectly lead to
higher revenue gained.

The control of overloaded systems is a key element from economical, revenue and energy
consumption perspectives (Beloglazov and Buyya, 2010b; Beloglazov et al, 2012), when
emphasis is put on limiting the costs of redundant computational power being available
and provisioned. Reaching a point of resource saturation1 is effectively leading to per-
formance degradation. On the other hand this is actually the operational area when the
energy and amortised hardware is used optimally; there are of course concerns about
stability and many other key system operations that have an impact on SLAs, as well as
concerns about the level of QoS and functional processing.

The controllers can modify a variety of run–time parameters in order to adapt a system to
changing situation i.e. application specific settings, functionalities switches, cache memory
thresholds, or end–user functional limitations (Haines, 2006; Sydor, 2010; Grinshpan,
2012). The typical EIS control actuation areas have been depicted on Figure 4.3, where
the areas in orange highlight a type of actuation available to the specific tier or system
element. More details about the control actuation will be presented the next section.

The resources utilisation and execution times overhead related to the instrumentation
introduce yet another complexity to the non–linear control system, where stabilisation
next to adaptivity play critical roles. Furthermore, almost every parameter change in a
system working under conditions of limited resources, can cause more harm to other areas
than potential benefits for which the action has been taken.

As far as instrumentation suitable for non–acquisitive control methods is concerned, there
1The point of saturation is when the whole scope of the resource is consumed and the resource begins

acting as a bottleneck for the part impacting SLA in question or the system as a whole.
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Figure 4.3: Areas of control instrumentation.

are many areas where this type actuators can be applied. A general review of control in-
strumentation deployable on platform or application level, with use of sequential or event-
driven programming models, applicable on–premises of any of the main cloud computing
models, such as PaaS, FaaS, and more generally to serverless computing is presented in
Section 9.5.5, in the context of potential applications of the approach. The specific con-
trol instrumentation approaches applied to the experiments verifying the thesis will be
explained in detail in Chapters 7 and 8.

4.7 Control Actuators

In order to enforce control actions the system must be equipped with specific for the type
of control applied actuators. Different areas of actuating agents for specific type of control
were outlined in Figure 4.3.

It is vital for the controllers decision modules performance to decide on further adapta-
tion actions based on tracking the actuators’ work. To this end, each control decision
and action ought to be recorded. Furthermore actuators implementation offers a suitable
mechanism for passive monitors collecting execution time, call parameters, and deep ap-
plication metrics that explain details of the run–time situation. Typically, both can be
monitored passively by specific controller APIs or instrumentation deployed to decision
blocks or to the system under control accordingly.

Further details about the specific implementations of essential for the thesis batch job
control and termination actuators can be found in Section 9.5, in the context of potential
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applications of the approach, after a review of tested non–acquisitive control methods
presented in Chapters 7 and 8.

4.7.1 Auto–scaling Actuators

As discussed in Section 2.5.1 horizontal and vertical scalability is a commonly used tech-
nique to control the amount of servers, containers or nodes available in the system techni-
cal stacks. It is a technique that is present on premises and all cloud computing models.
Auto–scaling is an approach allowing to control systems by adaptively allocating and
deallocating instances (vertical) or changing their spec (like memory or CPU allotted –
horizontal) reflecting the change of the demand on the system resources (see Figure 2.7).

Virtualisation and containerisation massively helped auto–scaling to become more effec-
tive and as a result are widely used in industry. Due to far easier creation of identical
replicas or virtual machines, containers or nodes, in general auto–scaling in a vertical
approach is wider adopted than a horizontal approach.

Lots of providers and technologies have adopted the control approach delineated. There
is a plethora of different implementations. Most notable are: open–source platforms sup-
porting containerisation like Kubernetes using orchestration of pods or Docker–swarm,
type–1 hypervisor virtual machines VMware ESXi2, Microsoft Hyper–V3 or Xen4, propri-
etary service–centre platforms like AWS CloudFormation5 or Azure Resource Manager6,
multi–cloud orchestrators Terraform7 or Cloudify (TOSCA)8, both are open-source Infras-
tructure as Code (IaC) software, and computer server management like Apache Mesos9

or Red Hat cluster suite, to name a few of the most commonly used ones. From con-
trol theory perspective, most of them are simple regulators taking into account defined
thresholds of specified dimensions like CPU utilisation, load, or memory allocation.

Although this approach is very effective and is commonly used as a core of service providers
business operation it will not be explored further in the thesis due to large adoption and
wide literature in the area.

4.7.2 Batch Frameworks and Job Scheduling Instrumentation

The idea of job scheduling and micro–scheduling control has been introduced in Sec-
tion 2.5.2. Batch jobs actuators are usually built–in the scheduling agents as part of

2https://www.vmware.com/pl/products/esxi-and-esx.html
3https://docs.microsoft.com/virtualization
4https://xenproject.org
5https://aws.amazon.com/cloudformation
6https://docs.microsoft.com/azure/azure-resource-manager
7https://www.terraform.io
8https://cloudify.co/tosca
9https://mesos.apache.org

https://www.vmware.com/pl/products/esxi-and-esx.html
https://docs.microsoft.com/virtualization
https://xenproject.org
https://aws.amazon.com/cloudformation
https://docs.microsoft.com/azure/azure-resource-manager
https://www.terraform.io
https://cloudify.co/tosca
https://mesos.apache.org
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the libraries. Most implementations in enterprise systems provide specific functionality
and UI to setup, manoeuvre time placement of the jobs, and control call parameters, in-
cluding job termination prior to execution while some may also allow termination during
execution.

If a particular batch framework does not expose appropriate APIs, the batch logic code
can be always intersected with the controller framework or perhaps easier weaved–in with
the actuators using Aspect–Oriented Programming (AOP).

Properly instrumented code allows ASM suites to be aware of longer execution times from
collected metrics and SLAs. Thus an operator can find by doing visual correlation when
the usage of resources is typically high and determine a better time for the placement of
the job, as depicted on the right part of Figure 2.8. An adaptive controller can use those
ASM functionalities to assign an appropriate time for processing a job autonomously, if
it is equipped with an algorithm that enables finding relations between cause and effects
and searches to find the best matching time and optimise the problem space. This is
explained in more details in Chapter 6 that presents an approach to tackle the problem
of unmixing activity as input to the system based on observed resources utilisation.

Batch job runs have often desired times of completion that are dictated by business
processes. Timely delivery of finalised computation can be defined in SLA together with
penalties for any delay. On the contrary, completing an execution too early may just
not be right for the business needs. Moreover, jobs can be dependent on each other and
scheduled in dependency sequences. A critical path sequence is an additional element
that needs to be considered in the search problem as well as derived jobs metadata from
the batch framework and the control instrumentation.

4.7.3 Micro–scheduling Instrumentation

The micro–scheduling type of control is concentrating on shifting the core execution for-
ward, as demonstrated on the left part of Figure 2.8. That requires an actuator to be
instrumented into the request processing of actions, or deeper, into more core functional-
ity code. Due to the nature of the control there are two groups of actuators (a) in–thread
waiting a predefined period of time or waiting for a resume signal, and (b) event–based
often implemented with use of MQ also with priorities.

Therefore batch jobs can also be instrumented with additional micro–scheduling actu-
ators allowing fine–tuned execution adaptation, and in conjunction with adaptive job
scheduling that primarily focuses on coarse–grained time placement. Still the main use of
micro–scheduling is targeted for web requests where even sub second shifts, when critical
functionalities or such with hard–real–time SLAs are severely impacted, can cumulatively
radically relieve load in line with SLAs for cases that a user expects smooth UX.
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4.7.4 Request Termination Instrumentation

In cases when micro–scheduling is not able to offer much reduction in execution load,
termination control can still be a valid solution (see Figure 2.9), allowing preventive
congestion control to ensure that there are enough resources for authorised, i.e. although
leading to higher SLA, penalty calls. Requests termination and admission control have
been introduced to the reader in Section 2.5.3. Both can use similar actuation mechanisms
weaved–in into the system runtime with the use of AOP or can be integrated using the
controller framework APIs. Consequently, this type of control can be used equally in on–
premises setups of custom deployed applications, in more complex distributed systems,
or in all cloud computing models.

Controller framework APIs can use Object–Oriented Programming (OOP) techniques
allowing instrumentation, like the well known from the Gang of Four (GOF) patterns
(Gamma, 1995) proxy or decorator pattern. Call termination typically happens prior to a
business–logic service, but the framework can be extended allowing termination during the
execution. Additional coding (or configuration) is required then to allow the termination
to be effective in the depth of the call stack processing.

Software frameworks for various platforms and programming languages, e.g. Java, .Net,
Python, Java Script contain direct language support, meta code, or libraries allowing
cross–cutting concerns, like the security access control or admission control instrumenta-
tion. Widely adopted frameworks such as Spring (cross platform approach), Aspect–J or
JBoss–AOP to introduce AOP as a horizontal programming paradigm, where some type of
behaviour is applied to several classes that don’t share the same vertical, object–oriented
inheritance (Kiczales et al, 1997). In Java and C], the use of annotations offers a very
convenient way for introducing this kind of controllers in on–premises but can also align
with typical for APIs, in PaaS, FaaS or even SaaS, standards.

Application servers and web containers control and extend the system security model.
Tomcat, Web Logic, Node.js or nginx configuration allows access control with integration
of more sophisticated security frameworks. These software areas can be also used as a
configurable point–of–control for the instrumentation. As a matter of fact, the same APIs
can hold the responsibilities of being delegates to control actions as in the AOP use–cases.

Admission control frameworks share a concept rationale similar to the Call Admission
Control (CAC) in the networking domain (Perros and Elsayed, 1996; Yavatkar et al,
2000; Breslau et al, 2000), where a longer connection is checked before is established (e.g.
for audio or video flow) to ensure there are enough resources to secure the quality of
the communication – preventing congestion issues and stream over–subscription. Con-
tainer cluster technologies like Kubernetes or Docker–swarm can work with an admission
controller that validates and rejects public load balancer services of the cluster. When
a deploy, update or other change of the state of the cluster is requested, the modifica-
tion needs to be validated by the control plane. For example, by default Kubernetes
has a number of built–in admission controllers that validate and enforce resource quotas,
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if necessary, service account automation, and other cluster–critical tasks. The cluster
also supports dynamic admission controllers which can be custom implementations of the
approach available, as discussed later in Section 9.5.5.

Termination instrumentation has been an important part of the main actuation technique
of the ASM control presented in the thesis, as described in Chapters 7 and 8.

The issue of PaaS, FaaS and SaaS implementations on many different tiers of software
starting from the DBs and going up to APIs or whole frameworks is further discussed in
the context of applications in Chapter 9.

4.8 Summary and Contribution of the Chapter

This chapter explored the areas of monitoring and control of complex applications and sys-
tems from a more pragmatic perspective, considering both technical and financial details
to inform the work that will be presented in the following chapters. Tackling observabil-
ity and controllability aspects of ASM systems is of paramount importance, as it has an
impact on the effectiveness of the control mechanism in a context of high–dimensionality
as represented by actions, resources and architectural aspects of enterprise systems.

Service providers, clients and system operators require tools to observe execution dynamics
and steer the system to achieve a stable business model laid on financial and technical
foundations. Due to the complexity of the control problem in the ASM field, what should
be addressed first in order to optimise the system is to establish the relevance of observed
and controlled dimensions. Such reduced dimensionality would allow to concentrate on
the most important range of actions. This issue will be explored further in the next two
chapters, 5 and 6, describing the relevant methods and the application of dimensions
relevance and signals decomposition.



Chapter 5

Dimensions Relevance Selection

“Simplicity is the ultimate sophistication.”
— Leonardo Da Vinci (1452 — 1519)

“Felix, qui potuit rerum cognoscere causas”
“Fortunate who was able to know the causes of things”

“Georgics” (29 BC)
— Publius Vergilius Maro, Virgil (70 BC — 19 BC)

This chapter discusses feature selection methods for EISs approaching the problem as
metrics time–series analysis. The proposed approach allows searching for similarities in
the signals, selecting the most relevant dimensions, and then applying the control in the
reduced dimensionality space, which would ultimately scale down the maintenance effort.
This approach is further used to assess causal models of the controlled system, significantly
simplifying evaluation of defined elements of utilisation dependencies.

5.1 Rationale of Dimensions Relevance Selection

Enterprise systems, employed by large organisations to offer high quantity of computing
services, are typically expected to be capable of handling large number of calls and volumes
of data supporting the organisation business processes. More and more enterprises deploy
EISs with the use of cloud computing with FaaS and SaaS models where the systems
functionalities are exposed to external or internal clients, deployed on in–house infras-
tructure or with use of private, public or hybrid cloud based environments. As discussed
in the previous chapter, for better visibility of processes and targeted control, ideally, all
metrics of such systems are acquired from all significant elements of existing distributed
systems infrastructure and from all tiers of their architectures. Starting from the physi-
cal tier, through the virtualisation tier, operating system metrics, services tier (database,
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application servers, web containers, messaging systems, etc.) and finishing on the appli-
cation tier metrics (i.e. active users count, front–end execution count/time, application
external/internal APIs and web/facade interfaces execution count/time) (Haines, 2006;
Sydor, 2010; Grinshpan, 2012).

Diagnostics, monitoring, and auditing components of enterprise class systems may pro-
duce thousands of metrics dimensions forming a knowledge base, which is being constantly
evaluated in order to specify the control rules. In order to apply efficient, constructive and
stable control there must be established knowledge about the system run-time character-
istics, as each change can impact other elements. A typical enterprise ASM control system
can define hundreds to thousands of distinct actions, tens to hundreds of resources, and
tens to hundreds of SLAs used as both key performance indicators and for revenue recog-
nition. Due to many non–linearities autonomous control in such systems has to be applied
in a background of well recognised reduced space, as a multidimensional space is difficult
to control/regulate. The smaller the number of dimensions, the more rigid the control
applied Pérez et al (2004). Thus the right selection of the most relevant dimensions for
the autonomous ASM control is crucial. It is imperative to identify which elements (espe-
cially controllable actions) have the biggest impact on SLA (indirectly through resources
utilisation).

To allow an autonomous controller to operate in a complex EIS system governed by an
ASM suite, as it will be explained in detail in Chapters 7 and 8, one has to find which
observable and controllable dimensions of the system (see Figure 4.1) give the biggest
benefits from run–time optimisation perspective. Since a neural–control system learns by
observation of actions, resources utilisation and reactions of the applied control, it would
be desirable to perform preliminary evaluation of the whole scope of actions and resources
before the controller is enabled. On that basis further control rules are generated and sent
to actuators installed in the application runtime environment. Multidimensional similarity
matching of metrics signals deserves special attention because it gives an opportunity to
view a sequence of changes which were associated with a specific event or group of actions
which occurred in the system, so only most relevant dimensions can be considered.

This chapter explains a novel feature selection approach based on metrics time series
analysis. The method performs multivariate evaluation calculating the strength of depen-
dency between set dimensions investigating metrics sequences for introduced measures:
Similarity, Consequence, Interference, and Clarity (SCIC). The method can tackle time
series analysis for dimension reduction as a preliminary and unattended process for the
benefit of the autonomous control phase in ASM (Sikora and Magoulas, 2014a).

Section 5.2 describes fundamentals of the problem area that are relevant to the develop-
ment of the proposed method. Section 5.3 explains the causal elements of the observable
system dimensions and places earlier works in the context of the thesis research, linking
feature selection and its foundations with previous work on causality (Pearl, 2000) and
causal inference (Pearl et al, 2009). Section 5.4 reviews previous work in the related
areas. Section 5.5 defines the method proposed, whilst Section 5.6 illustrates aspects of
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the performance of SCIC approach with real and synthetic data. Section 5.7 highlights
some open areas and further considerations. In particular, Section 5.7.2 introduces some
of these considerations, focusing on vital elements of causal inference such as intervention
in the system and impacts on observable dimensions. Section 5.8 ends the chapter by
presenting a summary and contribution.

5.2 Dimensions Relevance: Problem Definition

There are many complex interdependencies in an enterprise system. In order to illustrate
the problem we take, as an example, a simple model of operation where (a) incoming
requests on actions cause higher resources utilisation, (b) higher utilisation over certain
limit causes longer execution times in the system, and effectively higher SLA penalties.
Of course following (b) there is an impact on actions execution and therefore on requests
count (this has usability implications, i.e. user clicks but the system does not respond in
timely fashion, so users tend to click again). Also, actions can be substantially driven by
input parameters values depending on functional specifics but we consider these aspects
beyond the scope of the thesis.

The above assumption formulates a causal model chain (Pearl, 2000). Thus the typical
causal model of enterprise class system can be defined by the following equation:

a→ r → fSLA (5.1)

Set of actions a = a(t) cause effects on resources r = r(a, r). Actions and resources
utilisation cause changes in SLA functions values fSLA = fSLA(a, r, t). Some actions are
controllable ac ∈ a.

The main purpose of this work is to find a dependency measure which can be used
to investigate dimensions relevance for better (more focused) control, where relevance
criteria are similarity between metrics sequences and strength of utilisation dependence.
Dimensionality reduction is typically applied to the field through feature selection (Guyon
and Elisseeff, 2003), so only the most depending on controllable actions and therefore
relevant for control are selected.

Although the control approach researched does not contain an analytic model of the
system, cause–and–effect dependencies between action requests, resources utilisation and
SLA are inherent in an EIS. The assumption is that the general causality direction is here
quite well set, although it may not be obvious to the relevant actors. Consequently events
or related changes in the system can be investigated using similarity of metrics changes in
time. Even though SLA definitions are clearly defined and directly related to parameters
used, a non–linear system especially under high load may exhibit surprisingly unstable
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behaviour. Therefore a method for finding causality strength by matching metrics vari-
ations (selecting events times), could help producing more effective control actions; e.g.
by setting actuators in EIS’s areas where resources and SLA have been found to have the
highest causality.

Every event detection approach needs specific treatment, as events’ nature differs amongst
problems (Ding et al, 2008). Thus it is important to note how we define an event. There
are two significant factors in ASM area which we assume in this work: (a) similar signals
slopes and shapes (this can be tested additionally with first/second derivative, described
in Section 5.5.1), and (b) first appearance of an effect is immediate (no delays).

Four frequently occurring effects/situations which outline time series structure in the ASM
field are: (a) Full Match: no delays, this is normal situation when all necessary resources
are available, which can be rare in highly utilised environments, (b) Shift: delays occur
due to some internal system characteristics (i.e. actions execution time → disk queue),
(c) Extension: mainly when system is highly utilised, more and more actions wait for
execution (i.e. actions execution time → CPU consumption), (d) Saturation: problem
often occurring together with point (c), when a bottleneck is encountered.

It is important to highlight that pure sequence similarity or correlation is not sufficient to
measure dimensions dependency. This is an issue that is investigated later in Section 5.5.1.
Correlation on the whole dataset does not focus on the sequences of signal changes, so there
is a need to consider the time dimension and the interdependencies between dimensions
(other events impacts). It is necessary to investigate the changes of signals in time, as
explained in Section 5.5.1 and Figure 5.2.

Even though process monitoring, and non–model–based control has been researched thor-
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oughly (Box et al, 2011b), application of dimensionality reduction preceding control in
the ASM area have not been widely studied yet.

5.3 Other Considerations

The concept of causality is old, Hume (1758) in his work titled “An Enquiry Concerning
Human Understanding” covered the problem with these words: “...we may define a cause
to be an object, followed by another, and where all objects, similar to the first, are followed
by objects similar to the second. Or in other words, where, if the first object had not been,
the second never had existed...”. Even though, Pearl and Mackenzie (2018) provide far
deeper historical views of the causality and concluding on three different levels in the
so called “ladder of causation”, the words of Hume cited above are the first historical
reference found by the author that are building direct context to a time sequence and the
observational events so common to the control problems encountered in the ASM field.

Causal inference is difficult to perform, the computational causality methods are still
in their infancy, and there is still a debate amongst scientists about the proper way
to determine causality and learn causal structures from data, as existing approaches are
rather limited to selected situations (Peters et al, 2017). In order to infer causes and effects
Pearl (2000) argues that intervention is a necessary prerequisite for a strong causality
confirmation, with use of domain knowledge first.

While this part of the thesis is built on the graphical approach to causality as represented
by the work of Pearl (2000), Pearl et al (2009) and Spirtes et al (1999), there is a wide
range of methods in the literature that one could choose from relying on signals simi-
larity and ASM domain characteristics (pre–processing of overloaded resources metrics
series), as described in the following sections. Some recent application examples of causal
inference have been in cloud computing debugging (Geiger et al, 2016) and microservice
performance diagnosis (Wu et al, 2021), while an example of the approach used in the
thesis can be found in Section 5.7.2.

5.4 Relevant Background

Focusing on ASM dimensionality reduction analysis this work exploits ideas from causal
modelling, event detection, time series processing and establishing similarities (by corre-
lation and distances measures), therefore it is necessary to review briefly most notable
works from the relevant areas.

Cause–and–effect relationship were researched widely in the past with statistical ap-
proaches applied to several areas like econometrics, finance, control theory and many
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more (Box et al, 2011a). The core finding is that causality is not guaranteed by correla-
tion. In ASM field though we know the causal chain a priori, so investigating changes in
time domain can infer events (Holland, 1986).

On the basis of causality models it was proposed a Path Analysis, which helped establish-
ing path coefficients. This was studied by Wright (1934, 1921) who introduced a simple set
of path tracing rules, for calculating the correlation between two variables. Pearl (2000)
has proposed a theory of causal inference, formulating causal modelling and cause–effect
relations, based on directed graph definitions. Granger (1969) proposed a pragmatic test
for mainly economics use as a new model of causation applying cross-spectral methods.
Extended Granger causality was researched by Chen in the domain of multiple nonlinear
time series analysis (Chen et al, 2004). More recently, Eichler (2007) worked on Granger
Causality and path diagrams for multivariate time series analysis. Guyon et al (2007)
examined areas in which the knowledge of causal relationships benefits feature selection,
by explaining relevance in terms of causal mechanisms, distinguishing between features,
predicting the consequences of actions performed by external agents.

Event detection and distance measures in time series is the core area of this work. Amongst
a variety of works in this field, an interesting distribution based outliers filtering method
was studied by Ihler et al (2006) for adaptive event detection. Knowledge Based Event
detection in complex time series was researched by Hunter and McIntosh (1999). Cor-
relation ranking for feature reduction were investigated by Geng et al (2007), and Wei
and Billings (2007). Multivariate time series in process controllability was researched by
Seppala et al (2002) who investigated time series methods for dynamic analysis of multiple
controlled variables to enhance feedback controllers efficiency.

For the problem expressed above it is important to review distance measures used in
time series processing. Simple general form metric distances, like Minkowski, L1 norm
(Manhattan Distance), L2 norm (Euclidean Distance), L∞ norm (Supremum Distance)
are natural, simple to use, producing distance which is calculated without a shift (delay).
Dynamic Time Warping (DTW), which provides distance between two time series which
is less sensitive to lags (effect delays), was researched by Berndt and Clifford (1994) and
Keogh (2002). Piecewise Linear Approximation (PLA) for segmentation of plane curves
studied by Pavlidis and Horowitz (1974), a modification of DTW as Piecewise Aggregate
Approximation (PAA) by Keogh and Pazzani (2000), Adaptive Piecewise Constant Ap-
proximation (APCA) introduced by Keogh et al (2001b), Elastic Partial Matching (EPM)
(Latecki et al, 2005), are a few examples of widely used similarity measures methods in
the time series field. More details and references of comparison of representations and
distance measures a reader can find in the work by Ding et al (2008).

Other methods include correlation–based feature selection for machine learning studied
by Hall (1999) and dimensionality reduction for fast similarity search in large time series
databases researched by Keogh et al (2001a). A review of correlation as distance metric
in non-linear time series analysis can be found in works of Kantz and Schreiber (2003).
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Events correlation in ASM was researched by Gruschke et al (1998). He described an
event management framework added to a system where a component correlating events
based on a dependency graph is the core element. The paper does not mention times
series analysis nor reduction of the space being controlled. Similarly Keller and Kar
(2001) worked on a dependency query facility providing query mechanisms for dependency
models definitions as consolidated dependency graph, which can be used as input for
event correlators and service management frameworks. Agarwal et al (2006) researched
a method using co-occurrence and relevance scores to learn and match fault patterns for
automatically generating “change points" defining problem signatures using administrator
feedback, but the research did not focus on providing autonomous control. Jiang et al
(2011) proposed a rank building mechanism for fault management considering threshold
based rules, so the importance of alerts can be better assessed. Kıcıman (2005) in his
PhD thesis used extensively correlation techniques in times series analysis, in order to
detect usage anomalies, and goodness-of-fit test to confirm deviation between showing
component interactions, for more focused application monitoring.

5.5 ASM Control Approach

Time series analysis for dimension reduction as a preliminary processing for the benefit
of autonomous control phase in ASM field has been researched earlier by Sikora and
Magoulas (2014a), where a novel method was introduced explained below to address the
high dimensionality problem.

Before the ASM control system can be started, the metrics time series repository must
contain data collected during normal operating system run. In order to secure the knowl-
edge about boundary criteria, it is strongly advised to run as many actions in isolation
to each other. This information is most valuable since it describes non-interfered impacts
of actions on the system state. So the evaluator is able to detect which elements of the
system use which resources, and effectively establish causal dependencies in the system.
The steps of the procedure are listed below.

1. Isolated run – in this step the metrics evaluation process collects data about the
impact of various actions running in isolation; as discussed further in Section 5.5.1.
Planned development team activities along with CD live–cycle, such as CI deploy,
User Acceptance Testing (UAT), performance, load and stress testing on the final
infrastructure are recommended in this phase.

2. Normal work – the control system collects data about normal operating conditions,
so it builds knowledge about casual work signals distributions and interferences
between actions.

3. Dimensions selection – this step focuses on statistical evaluation and dimension
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selection procedures which are needed to reduce the dimensionality of the control
space.

4. Controlled run – the controller adapts the application to the changing conditions;
the adaptation is set up to consider only metrics gathered in the last time window
of activity, which is reset after changed functionalities during next releases.

Note, this chapter from the following Section onward is starting discussing a method
tackling the dimensions selection step (3), whilst the controlled run step (4) was addressed
by Sikora and Magoulas (2013b) and further described in Chapters 7 and 8. All the
steps (1, 2, 3, 4), have been elaborated further on a macro–level in Chapter 9 explaining
applications, use–cases and wider picture of the sequence of joined human and autonomous
control in a context of development activities (see Figure 9.2).

5.5.1 Method Description

The proposed approach is based on calculating similarities between measured dimensions
and ascertaining strengths of causal relations. To this end, the Clarity measure is intro-
duced. This depends not only on how source and output signals dimensions match each
other, but also on how consistent is the similarity relation in time and if the similarity is
not interfered by other substantially similar signals in a given time window. This approach
allows to establish purity of impact dependencies, focusing on the isolation of patterns of
interest (high similarity) from the background of other signals.

Hence, the proposed algorithm establishes the dependency of dimensions based on metrics
times series – source s and output o signals are input parameters. Signal pairs are mea-
sured using four different factors: Similarity, Consequence, Interference and the final score
is Clarity. Thus the method was named SCIC. Computed values describe edges in the
assumed causal model graph. When Clarity values are computed, a ranking is built, which
directly defines the relevance of dimensions between the tiers of the examined system.

Although the similarity match is not strictly a statistical approach, we can uncover some
structure of causality in the signals changes against time (Pearl, 2000). To infer causality
let’s assume that signals representing activity, resources consumption or services utilisa-
tion contain similarly monotonically behaving components.

To improve the efficiency of the main algorithm collected data are pre–processed in two
steps. Firstly, data are linearly scaled (normalised) so all amplitudes are standardised
in the range [0, 1]. This step is needed to ensure that all dimensions are being equally
evaluated (curves matching) regardless of the actual values ranges, which can vary widely.
Secondly, the data are denoised, assuming that if any of the metrics values in the time
series were not collected (null value), i.e. it is unknown or missing, they were replaced
by a previous non-null value. During preliminary investigations it was found that fair
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results are obtained by using the Simple Moving Average (SMA) technique (Pyle, 1999).
Similarity check of the denoised signals gives much better results, as more underlying
causative features become visible after smoothing out the signals (see Figure 5.2).

The algorithm is searching for the strength of signals causation dependencies:

1. For each dimension of the set of actions a, set of resources r, and set of SLA
functions fSLA, calculate Similarity S, Consequence κ, and Interference I measures
between pairs of source and output signals. Then build a matrix of the final relation
strength – called Clarity C. All measures are calculated in steps using a sliding
window of constant n length.

2. Create a ranking based on the descending order of strength of clarity causation. If
any of the output signals dimensions correlate with other than this one but with a
lower clarity value it will not be considered in the first order.

The Similarity measure S (simx) between two metrics time series, source s and output
o signals, is S(s,o) =

∑
i S(si,oi), where si, oi are the i-th window of source and output

vectors, and the i-th vector of similarity series S is calculated according to the following
formula:

S(si,oi) = 1/(δ(ŝi, ôi) + 1) ∗ ŝi ∗ ôi, (5.2)

where ŝi = (si−min s)/(max s−min s) is a scaled (normalised) vector of signals s and ŝi
is the sample arithmetic mean of the vector, the same “hat” and “overline” notations are
used for vectors of o signals, whilst δ(si, oi) is a distance function of source s and output o
signals in the i-th sliding window. There were a few distance methods evaluated: starting
from the simple euclidean distance, the DTW (Keogh, 2002), and the distance derived
from Pearson’s, Kendall’s, to Spearman’s correlation coefficients. Figure 5.3 illustrates
the differences between the three distances tested.

In order to improve further the check about the similarity in the source and output signal
shapes, another step which is based on root-finding of the first derivative of smoothed
signal functions can be optionally added. This minimises a negative effect of high similar-
ity of long high level signals. In such situations distances would be mainly influenced by
one of the high signals values (see Eq. 5.2). This step requires the original signals to be
smoothed out with use of Cubic Smoothing Spline (CSS) 1 (Reinsch, 1967), µsi = µ(si),
then the first derivative µ′si root is calculated with use of linear interpolation approach.

Further enhancement of the method is a measure built by calculating the degree of cross–
correlation. This optional extension of Similarity confirms the dependence of an output
from the input signals evaluated. The Dependence measure is calculated following the

1This is to avoid error multiplication problem, since derivative action is sensitive to measurement of
noise (Reinsch, 1967; Wang, 1998)
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Figure 5.2: Comparison of four different SMA window lengths, 0 (no SMA), 15, 30, and 60
secs, respectively, that are applied to the same time-series of metrics data (window length
denoted in the dimensions names suffixes along the horizontal axis). The figure contains
two views trajectory-maps as vectors between system state, showing sequence of changes
(four columns on left), and measurements distributions, showing statistical properties of
measurements apportioning (four columns on right). Each row shows a different bivariate
trajectory-map/distributions illustrating the relationship between a source and an output
dimension (signal). The wider the moving average window is the less noisy the data get
and more clear is the relation between dimension pairs of high causality. By applying the
SMA we can uncover some characteristics often hidden in raw data representing system
states. The data used in this figure come from the second example scenario, which is
presented in Section 5.6.2.
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key assumption of causation theory that in a causal system a response never precedes
an input (Pearl, 2000). Thus, the measure focuses on checking positive lags of output
to input signal. Dependency is a result of cross–correlation (Box et al, 2011a) on input
and output signals being evaluated, where the maximal matching lag (the biggest cross–
correlation lag in a declared time window) derives the Dependency strength: D = (lmax−
tl)/lmax, where tl is the maximum product of cross-correlation function estimation tl =

max (ccf(si, oi, lmax)) : tl ≥ 0 in a set maximum lag window lmax. Of course negative
lags are not considered since they are found against the assumed causality chain. Shorter
lags (delays) are promoted over longer ones, so Dependency is the highest when tl = 0

and minimal, if lag is equal to the set maximal window length tl = lmax. Conceptually
Dependency D is very related to the Similarity measure, and as a scaling coefficient of
the enhanced Similarity S[D] = S ∗ D directly impacts the Clarity measure C explained
later (see Eq. 5.5). This is a significant extension of the SCIC method; therefore the SCIC
variant that is using the Dependency measure is named SDCIC and will be tested and
discussed further in the next section.

The Consequence measure κ (conx) of similarity is a scalar value, indicating how often
higher source signal s causes higher output o in the whole time period analysed; the more
often similarity S(s,o) (effect) is found the stronger the relation. This measure is calcu-
lated to minimise coincidental similarities, and to lower the risk of promoting identified
similarities without causal relation. Simply speaking, consecutively found similarities are
rewarded, and those which do not reoccur, or occur rarely, effect lower Clarity measure
values.

κ(s,o) =
S(s,o)∑

ŝ+
∑
ô− S(s,o)

(5.3)

The measure of Interference I (intx) has been introduced to limit the significance of
high similarity in situations where more than one source signal matches with the same
output signal being investigated. In such cases there is generally lower certainty about the
causation strength, and therefore weaker dependency relation. We define interference as
a sequence of cumulative similarity2 of all source signals except the currently considered
k-th source s(k); the i-th element of interference vector I is computed according to the
equation:

I
(s

(k)
i ,oi)

=
∑
j:j 6=k

S
(s

(j)
i ,oi)

(5.4)

The scalar interference value I(s,o) =
∑

i I(si,oi), where si, oi are the i-th window of source
and output vectors.

The Clarity C (clax) is the final measure of dependence of the proposed method. It
2All vectors with similarity patterns between source signals are added up creating a cumulative

sequence.
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Figure 5.3: Comparison of times series matching process with use of three different dis-
tance measures Euclidean (red), DTW (blue), Spearman’s correlation (green) in a window
of 5 points (seconds). From the top chart with input signals, middle with normalised dis-
tances, and bottom with Similarity sequence applied.

represents the strength of impacts dependencies of source to output dimensions. It is
based on similarity S, its consequence κ and interference I of other source signals and is
calculated by the following equation, for the i-th element of the vector:

C(si,oi) =
S(si,oi) ∗ κ(s,o)cκ∑

I(si,oi)cI + 1
(5.5)

The scalar clarity value C(s,o) =
∑

iC(si,oi).The equation includes also Consequence cκ and
Interference cI scaling coefficients, as additional constant parameters configuring strength
of measures in Clarity calculation.

5.6 Testbed Design and Experiments

All empirical evaluations were done with the use of R scripting, which can be directly called
from the Java hosted ASM controller. Several experiments were performed on datasets of
synthetic data (Section 5.6.1), and captured from the testbed system (Section 5.6.2) to
test the effectiveness of the approach.

To comparatively evaluate the performance of the distance measures applied in SCIC, we
performed a test of different sliding window length n, see Figure 5.4; all charts contain
normalised values adjusted by the size of the sliding window. The comparison shows
that the ranking method is stable against sliding window length, and fairly similar across
presented dimensions method.
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Figure 5.4: Figure presents comparison of Similarity (first two rows) and Clarity (last two
rows) in five feature selection tests using different distances measures (in columns). Each
of the tests computed the dependency relation of actions to resources of data taken from
Scenario 2 (Section 5.6.2), where lines denote different departments’ actions: solid–black
line: Reservations, dashed–red line: Operations, dotted-green line: Finance. In these
tests the SCIC algorithm was executed for different sliding window lengths, ranging from
1 to 30.
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5.6.1 Scenario 1

This example contains synthetic data sample of aggregated values collected during 24
hours of normal operation of a hypothetical world-wide used system with 3 departments
of the organisation using different system actions. Reservations is based in Europe and
America and is characterised by high use, and very frequent calls; Operations, based in
India, cause high system use, frequent calls, and long sessions. Financial Reporting, based
in America, generates rare actions but they include heavy IO/CPU tasks; an example is
shown in Figure 5.5. Due to the different geographic locations, the load is distributed in
time.

In this case a summary of metrics about actions execution in time has been considered,
so data evaluated are aggregates in a given time bucket. To simplify the presentation
only two resources are being analysed CPU and DISKQ. As mentioned earlier, the highest
computational load comes around midday from Reservations (ACTRES), and later at the end
of the day from the Finance (ACTFIN) department when also the disk is heavily utilised. In
this operational context, the actions-resources matching areas are found and the Similarity
matrix is shown in Figure 5.5. Although Reservations actions (ACTRES) were substantially
interfered by Operations (ACTOPS) activity, the Similarity and Consequence measures were
firm enough to produce the highest Clarity level across evaluated pairs. The Clarity matrix
shows that disk usage has been revealed to be a relevant dimension for Finance actions
mainly. Lastly, the Dependency measure has not been applied in this scenario as no
significant effect of delayed system resources signals or SLA response was found.

5.6.2 Scenario 2

In contrast to the earlier test, this dataset was captured during a 48 minutes load test3

containing 7 subsequent runs of a real testbed application (c.f with Figure 5.8) discussed
below). The causal model is defined using a three–tier approach: actions, resources, and
SLA. In this case, there are five actions, four resource dimensions and three SLAs. Each
of the actions is called with the same pattern but with different load, start of the load or
length of the load. The load test was prepared in such a way that only the first action
(ACTIONCNTSMA15) causes significant CPU and IO utilisation. The rest of actions consume
minimal resources. Nevertheless without knwoeldge of the model of the system, input
and output dimensions evaluation must be performed on normalised level as pure actions
quantity values do not provide the information required to uncover particular actions’
impacts on resources. To hide the real use of the system from action’s perspective, only
action counts metrics are considered (actions execution time would give much better hint
on the actual system usage). Raw metrics data were pre–processed with use of SMA with
a 15–secs window. Two of the actions were called exactly with the same pattern length

3During the load test, monitoring was capturing a detailed state of the system every second; thus the
set consists of 2880 sample points.
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Figure 5.5: Figure represents matching of Actions to Resources for 24-hours of operation of
a hypothetical world-wide-used system. The bottom of the figure presents four matrices
with Similarity, Consequence, Interference, and Clarity values for each of signals pairs
evaluated. Left column shows input (black line), output (red line) signals, and Similarity
sequence (dashed line). Right column contains comparison of sequences of Similarity:
dashed line with o–points (where Spearman’s correlation coefficient as distance method
was used), Interference: dashed blue line, and Clarity: solid–bold line with x–points.
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Figure 5.6: Example of evaluated dimensions and sequences of the SCIC measures. From
the top, plot of input (CPUSMA15) and output (SLATOTSMA15 in red) signals1ak10n. In the
middle, Similarity (dashed line with o–points) and Dependency (dotted loine), and at
the bottom plots for Interference (dashed blue line), and Clarity (solid–bold line with
x–points.

as the previous action, but with a shift of 100 and 200 seconds respectively, so they are
overlapping each other. For two of the other actions, the load pattern was extended two
and four times. This type of profile effectively impacted the Interference measure.

Figure 5.6 lends some insight into the details of the Similarity-Dependency and Interference-
Clarity pairs. In order to illustrate better the dynamics of the SCIC all measures sequences
have been normalised, so values on the charts do not reflect the real values, but this can
help readers compare the shapes easier.

Figure 5.7 presents the results of SCIC algorithm execution. Left column shows input
(actions) and output (resources) signals. In the bottom of the figure four matrices rep-
resent values of main factors calculated for each of signal pairs evaluated. The highest
similarity measure was found for ACTIONCNTSMA15 and CPUSMA15, but high values were also
for CPUUSERSMA15. Consequence and Interference matrices confirm the strength of these
relations. It is worth noting that the Interference matrix contains high values of ACTION-

CNT1SMA15 and ACTIONCNT1BSMA15 which most often overlap with other entry signals, so
even if similarities for these signals were high, it would be difficult to identify which ones
of those had impact on the resources. Interference of ACTIONCNT1CSMA15 is the lowest,
but Similarity and Consequence are too low to promote this entry signal as relevant for
resources utilisation. Despite the fact that the load test was obfuscated with other non
relevant for the resources consumption actions, the method was able to isolate enough
information to set the final dependency measure (Clarity) in accordance with the real
workload.

Analogical processing was executed for the second tier of the dependency model concerning
Resources and SLAs, as shown in Figure 5.8. Notice the very low Clarity of MEMUSEDSMA15
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Figure 5.7: SDCIC–based matching of Actions to Resources. At the bottom, the four
matrices show Similarity, Consequence, Interference, and Clarity values for each of the
signal pairs evaluated. The left column shows input and output signals (black denotes an
input while red an output signal). The right column shows a comparison of normalised
sequences of all measures, namely Similarity (dashed line with o–points), Dependency
(dotted line), Interference (dashed blue line), and Clarity (solid–bold line with x–points).
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Figure 5.8: SDCIC–based matching of Resources to SLAs signals, with illustration of the
process as in Figure 5.7. All measures sequences are denoted as before, including the four
matrices at the bottom.

pairs, mainly due to low Consequence. Notable is also the very low level of Interference
of DISKQSMA15, which contains fairly rare high signals. Although it did not interfere with
others, it had too low similarity with any other SLA dimension to set Clarity to a high
level.

On the basis of the SDCIC processes performed against the defined tiers of the causal
chain (Actions to Resources, Figure 5.7; and Resources to SLAs, Figure 5.8), a casual
dependency graph was generated that is an alternative representation of the Clarity ma-
trices. After selecting the top of the ranked Clarity measures, the graph was reduced
containing only the strongest dimensions in the causal chain, see Figure 5.9.
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Figure 5.9: Dependency graphs of dimensions used in the three tiers of causal chain.
The graph on left shows all dimensions matched (see Figure 5.7 and 5.8) before the
future selection step. The graph on right contains only the strongest affected dimensions,
according to the SDCIC method, after ranking based selection.

5.7 Limitations and Further Considerations

The proposed approach is sensitive in situations where many source signals are similar to
each other (i.e. input dimension values change in time in similar way, resulting in high
Similarity measure S between them). Then due to the Inference measure I definition
such similarities are strongly minimised in the Clarity C. If the system works only under
such conditions then it would be difficult to infer which elements of the causal model
are dependent on each other, and the model can be evaluated inefficiently. In such cases
requirements may be refined to allow the control system to perform an intervention, with
the aim to introduce breaking impulse, changing the high correlation of the similar signals.

Lastly, the method may fail to provide precise results in situations where not enough run–
time descriptive metrics are available; actions significantly change the system run–time
characteristic after the execution, or data are collected for very short time; so uncertainty
is high and estimations are prone to flaws or the causal model is miss–specified.

These are limitations that deserve further consideration and some enhancements are ex-
plored in Chapter 6, where methods of signal deconvolution are investigated to improve
the dimensions relevance method and complement it. Section 5.7.1 builds a link with the
next chapter introducing the approach, whilst Chapters 7 and 8 are dedicated to the con-
trol activity, where aspects related to control intervention, as mentioned above, forming a
necessary element for wider causality inference (Pearl and Mackenzie, 2018), are explored
further.

5.7.1 Uncovering Sources of Causes with Signals Deconvolution

The feature selection technique can be further improved by applying a preprocessing step
of ASM signals separation, which is a crucial problem for non–isolated metrics space
areas, where many actions use the same resource and by this they impact its utilisation
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metric. Blind Signal Separation (BSS) and Semi–Blind Signal Separation (SBSS) tackle
similar problems in the signal processing domain (Comon and Jutten, 2010). Equation
(5.6), which resembles those used in BSS techniques, describes hidden components in a
resource signal rk effected by actions a (actions and resources dimensions were used only
as examples):

rk =
∑
i

pi(rk)ai + nk , (5.6)

where rk is the k-th resource, ai is the i-th action pi is the unknown coefficient of a
component causing changes in rk after ai calls, and nk is noise.

However, there are many challenges related to ASM signals decomposition, explored fur-
ther in the next chapter, that prevent the use of method to blindly unmix ASM metrics
data. For example, a core obstacle to employing off–the–shelf BSS methods and software
is that the collected metrics sequences can be statistically dependent – thus, many of BSS
techniques from signal processing cannot be applied directly.

Another issue in the ASM context relates to the non–addable linearly signals used, i.e in
a situation when a given resource is highly or fully utilised, actions using it are “queued”
by the system. During such a condition of saturation, the signals are distorted/deformed.
In such situations utilisation resources are typically flattened to the maximal value and
extended in time while actions execution time signals form much higher peaks. Thus, the
parameter pi in Equation 5.6 may be changing significantly, in a highly non–linear way,
impacting most BSS methods that adopt a similar formulation, as their main assumption
is not met.

As all signals source data are stored in a database, it is possible to start addressing such
problems by building models of statistical properties/measures, so derivation of hidden
components can assess the distributions of signals being evaluated. Moreover, assuming
that the cause–and–effect delay is known (in simpler cases it is close or equal to zero),
particular hidden components can be matched using similarity measures for the unknown
coefficient values searched. The ASM Signals Deconvolution (ASM-SD) should be also
supported by the assumption that resources r are utilised by actions a, thus cumulative
time of action execution is directly related to used resource until a given time.

5.7.2 Causal Inference and Counterfactual Reasoning Methods

As discussed in Section 5.3, causal inference (Pearl, 2010) relies on intervention that
is generally speaking a treatment to the observed environment that has been designed
to change its characteristics in a foreseen way. This section will review a prototype
method that can be used to validate the strength of set causality chain and outline a
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dimensions’ (variables) relevance by ranking the variables defined as those that explain
the environment (predictor variables).

Intuitively, whenever observations are far different than the expected source values it is
advised to review the effect from a causal perspective. For instance, after a new version
release, a new usage behaviour schema change, or after a new marketing campaign, in
cases when it is clear when the pre– and post– intervention moment of the new treatment
is introduced.

The three–level ladder–of–causation proposed by Pearl and Mackenzie (2018) outlines
the model of Causal Inference, where level 1 is “Association” (observing) which invokes
purely statistical relationships defined by naked data. At this level the models can learn
correlations which is often suitable and sufficient to build powerful predictive models.
ASM-SD and SDCIC work at this level. Earlier explained methods and other conventional
machine learning approaches, built on correlation analyses and pattern recognition, are
insufficient for proper causal analysis. The second level on the ladder “Intervention”
(action) comes with the operator do, which can be applied together with other techniques
in the ASM realm. Figure 5.10 presents an example of integration of methods explained
in this chapter and the following one (c.f. with Figure 1.3 depicting the dissertation
structure), and Causal Impact analyses after interventions. The highest, third level of
the ladder “Counterfactuals” (retrospectives, alternative version of past events) tackles
considerations of an alternate version of past events, predicting on what would happen
under new, different to the measured already circumstances for the same system. A white
model at this level is undoubtedly still in infancy and human factors like experience,
intuition in depth understanding of the system structure, interactions topology and the
code play chief role in decision making, as discussed in Chapter 9.

In the thesis, there are several possible levels of “intervention” explained in separate chap-
ters in isolation but they brought together here to help see the whole: (a) in SDCIC
and ASM-SD, while selecting relevant dimensions, reducing dimensionality of the space
and signals decomposition refuters approach can be applied as an intervention to data
observed, as elaboated in Chapter 6; (b) in control action rule induction, Section 7.4.4 –
separation of data for training and testing the model on NN used for controllers actuating
blocks; (b1) in control resolving strategies, Section 7.4.7 – limiting contradictory or incon-
sistent control decisions in the space of operation of the ASM dimensions by Randomised
Controlled Trial (RCT); (b2) in control rules induction of Reinforcement Learning (RL),
Section 8.5.2; (c) control as intervention not to data observed but interaction with the
real system (not even a model of the system) governed by human operators under PDLC
and SDLC.

Figure 5.11 depicts cycles of ASM control and PDLC response to systems structure and
functionality. The shorter cycles represent faster control actions and methods requiring
less intervation from the human operator. The levels of the cycles indicated are built on
the same knowledge base of APM of the system, as mentioned in Section 4.2.
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Figure 5.12: Layers of information processing and control include observational aspects
with SDCIC (yellow chevrons), ASM-SD and control layers (orange chevrons) and different
intervention methods (checked in green chevrons).

Figure 5.12 illustrates the integration between the various information processing and
control layers. Sliced spheres indicate layers of specific monitoring and control and refer
to methods that operate in each layer. In the signpost, yellow denotes observations–
related processes, orange indicates that interventions are made by the user or the control
system or both, while checked–green highlights the intervention approach used.

In order to demonstrate the practical value of introducing causal modelling, we run an
analysis to infer the expected effect of a given intervention (control action, outcome of
release, business roll–out, or marketing campaign) had on a response variable (i.e. an SLA
of an action) by analysing differences between expected and observed time series data.

The CausalImpact R package performs causal inference through counterfactual predictions
using Bayesian structural time–series models 4. The package implements an approach to
estimating the causal effect of a designed intervention on a time series (Brodersen et al,
2015).

To illustrate how the package works in the ASM field data were collected by running
simulations of a control system with the same model as in Chapter 8 (see metrics time
series in Figures 8.6 and 8.7).

The entry data set for the analysis consists of a response (outcome) variable y that is a
time series of an action SLA (A3IOm4.effExecSLA, effective execution time driven SLA

4CausalImpact is available on github https://google.github.io/CausalImpact/ and CRAN
https://cran.r-project.org/web/packages/CausalImpact/vignettes/CausalImpact.html

https://google.github.io/CausalImpact/
https://cran.r-project.org/web/packages/CausalImpact/vignettes/CausalImpact.html
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of an action that is IO bound) and a set of predictors variables (covariates) describing the
utilisations of disks and processors, as well as execution times and load indicators. The
package authors suggest in practice including many more predictor variables and letting
the model choose an appropriate subset.

The analysis below concerns causal impact after intervention on an ASM system testbed
by switching on the controller in a scenario similar to the one used in Figure 8.6. In this
example, the dataset contains 2071 observations. As per the model setup, that will be
explained in detail in Chapter 8, the intervention effect is expected to be improving the
response variable after time–point 1071, as declared in Listing 5.1. It is worth noting that
this method is sensitive to misguidance on the point that the intervention period begins;
even one time point too early or too late can significantly negatively influence the causal
impact model.

Listing 5.1: Example of CausalImpact.

1 #It consists of a response (outcome) variable y and a set of predictors variables x1..x7.
2 y = ex.i4.0.n0.p10.termtrue.evaltrue.ctrlapp3.scen1.A3IOm4.effExecSLA.ap.v30
3 x1 = ex.i4.0.n0.p10.termtrue.evaltrue.ctrlapp3.scen1.r.diskUtilization.ap.v30
4 x2 = ex.i4.0.n0.p10.termtrue.evaltrue.ctrlapp3.scen1.r.diskWaitQ.ap.v30
5 x3 = ex.i4.0.n0.p10.termtrue.evaltrue.ctrlapp3.scen1.r.processorUtilization.ap.v30
6 x4 = ex.i4.0.n0.p10.termtrue.evaltrue.ctrlapp3.scen1.r.procQ.ap.v30
7 x5 = ex.i4.0.n0.p10.termtrue.evaltrue.ctrlapp3.scen1.A3IOm4.expExecTime.ap.v30
8 x6 = ex.i4.0.n0.p10.termtrue.evaltrue.ctrlapp3.scen1.A3IOm4.arrivedTerminated.ap.v30
9 x7 = ex.i4.0.n0.p10.termtrue.evaltrue.ctrlapp3.scen1.A3IOm4.arrived.ap.v30

10 #that are all merged in one data matrix:
11 data <- cbind(y, x1, x2, x3, x4, x5 , x6 , x7)
12

13 #To estimate a causal effect , let ’s begin by specifying which period in the data should
be used for training the model (pre -intervention period) and which period for
computing a counterfactual prediction (post -intervention period).

14 #Thus time points from 1 to 1070 will be used for training ,
15 pre.period <- c(1, 1070)
16 #and time points 1071 to 2071 will be used for computing predictions.
17 post.period <- c(1071, 2071)
18

19 #Running an analysis
20 impact <- CausalImpact(data , pre.period , post.period , alpha =0.05)
21

22 plot(impact)
23 summary(impact , "report")

The outcome of the analysis is best explained by the plots in Figure 5.13, and the print-
out of the summary in the quote below. CausalImpact analysis returns an impact object
visualised by three panels of time series, see Figure 5.13, containing the “original” ob-
served response (see top panel), its “counterfactual” predictions (middle panel), as well
as “pointwise” (the bottom panel) and cumulative impact estimates along with posterior
credible intervals. Note, the higher values of the bottom panel in area of post–intervention
showing “cumulative” values the stronger causal effect has been identified.

Analysis report - CausalImpact

During the post-intervention period, the response variable had an average value of approx.
2.21. By contrast, in the absence of an intervention, we would have expected an average
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Figure 5.13: Control evaluation using Causal Impact

response of -9.68. The 95% interval of this counterfactual prediction is [-21.74, 2.12]. Sub-
tracting this prediction from the observed response yields an estimate of the causal effect
the intervention had on the response variable. This effect is 11.89 with a 95% interval of
[0.090, 23.95]. For a discussion of the significance of this effect, see below.

Summing up the individual data points during the post-intervention period (which can only
sometimes be meaningfully interpreted), the response variable had an overall value of 2.21K.
By contrast, had the intervention not taken place, we would have expected a sum of -9.69K.
The 95% interval of this prediction is [-21.76K, 2.12K].

The above results are given in terms of absolute numbers. In relative terms, the response
variable showed a decrease of -123%. The 95% interval of this percentage is [-1%, -247%].

This means that the negative effect observed during the intervention period is statistically
significant. If the experimenter had expected a positive effect, it is recommended to double-
check whether anomalies in the control variables may have caused an overly optimistic
expectation of what should have happened in the response variable in the absence of the
intervention.

The probability of obtaining this effect by chance is very small (Bayesian one-sided tail-

area probability p = 0.023). This means the causal effect can be considered statistically

significant.

Figure 5.14 presents ranking of coefficients established by inclusion probability using
Causal Impact analysis for a control evaluation (intervention), to understand the pre-
dictors variables see Listing 5.1.
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According to the calculated ranking the most influential for the causal impact is
x7 = ..A3IOm4.arrived.ap.v30 that is a metric showing quantity of incoming re-
quests of an IO bound action A3IOm4, then x5 = ..A3IOm4.expExecTime.ap.v30
is a synthetically calculated expected execution time of the action in time, next
is x2 = ..r.diskWaitQ.ap.v30, x3 = ..r.processorUtilization.ap.v30 and x4 =
..r.procQ.ap.v30 that are disk wait queue length, CPU and processes queue length
respectively.
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Figure 5.14: Ranking of coefficients by inclusion probability using Causal Impact for a
control evaluation (intervention)
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5.8 Summary and Contribution of the Chapter

Although ASM control is gaining more and more attention in the enterprise, there is
still lack of well researched features selection methods, which could be used to improve
autonomous control agents and support ASM operators. To alleviate this situation, the
chapter contributed two methods, called SCIC and SDCIC.

Causal dependencies in the ASM control field are known to exists in reference to tier or
type of metric (action count, action execution time, resources usage, SLA values). On that
basis it is possible to evaluate dependencies between observable dimensions by measuring
similarities of input and output signals.

Methods introduced in this chapter build sequences of Similarity, Interference and Clarity
values – therefore provide details of interpreted data in time, which can be helpful for
understanding the relationships evaluated. In cases when only some actions are control-
lable ac ∈ a, it is possible to find out which controllable actions cause most impact on
resources and SLAs and include that in the ranking accordingly. This can be an inter-
esting audit property of the method when applied in the engineering problems space and
used by operation teams.

Additionally, the introduction of the Dependency measure complements and enhances the
Similarity, used in the original SCIC method, by applying further causality observations
based on cross–correlation. The use of this measure leads to lower Clarity scores in situ-
ations when observed effects were delayed against the set causality chain. The evaluated
scenarios confirm the practical potential of the proposed approach. The research about
features selection methods suitable for more focused autonomous control in the ASM field
is far wider. In particular there are additional methods tackling various aspects relating to
signal decomposition, unmixing hidden components, and incorporating knowledge about
the system reactions delays, which are presented in the next Chapter of the thesis.
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Chapter 6

Signals Decomposition in Application
Service Management

“As our circle of knowledge expands,
so does the circumference of darkness surrounding it.”

— Albert Einstein (1879 – 1955)

“Understanding is more important than memorisation.”
— Richard Feynman (1918 — 1988)

Following up on the previous chapter, Chapter 6 continues the thesis investigation on
ASM signals feature extraction. It introduces a methodology that alleviates limitations
identified previously by treating the problem as a type of optimisation that can be solved
with population–based metaheuristics. This is applied to the problem of activity and
resources signals deconvolution as a method of unmixing activity as input to the system
from observed resources utilisation. In the following subsections, first a link with previous
work in the context of the thesis is established, and then the problem is defined as a type
of optimisation. The method is then derived and tested in different scenarios.

6.1 Introduction

The complex nature of EISs requires processes and tools for monitoring and managing
application services and their performance levels in order to meet end–users requirements.
Resources, system and services activity monitoring tools provide an outlook of the enter-
prise system operation but gathering measurements and making inferences from the data
remain challenging in APM and ASM fields, where usage and performance metrics are
acquired from all significant elements of the enterprise systems and from all tiers of its

95
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architecture (Haines, 2006; Sydor, 2010; Grinshpan, 2012). Thus, despite the fact that
performance profiling and services monitoring are widely used in the enterprise, SaaS,
FaaS and wide range of cloud computing businesses, most of the control actions are taken
either by humans, or in a semi–automatic way. Typically these are, for example, semi–
automated routines, which are implemented using scripts or rules defined in ASM tools,
that need to be maintained by administrators. In this context, human decision makers
need to react constantly to changing system conditions, or requirements, in order to opti-
mise the performance against a set of objective functions, such as those defined in SLAs.
Indeed, human operators or administrators are able to identify which actions are respon-
sible for a particular resource’s utilisation by observing actions a and resources r signals,
and comparing the shapes and signals characteristics, exploring their understanding of the
relation between action type and resources consumption. For example when it is found
that a controllable action ac, or an action dependent on some tuning activities, utilises a
resource close to saturation level, an action termination, or an execution redirection, can
be applied to limit the excessive computation. Finding and understanding these relations
is a key skill–set for any administrator controlling such a process.

However in practice, actions use many resources and the underlying relation is often
hidden, even from the expert. Uncovering the nature of the correspondence between
systems interactions, utilisation dependencies and performance characteristics requires
longer monitoring, while at the same time any metrics time–series gathered should be
processed in a high–dimensional problem space in order to take a decision about particular
actions. This is related to various kinds of effects present in complex environments, which
are often difficult to be anticipated fully before deployment. All these factors make the
situation more challenging for human operators and administrators, especially when the
problem dimensionality increases and the end–user requirements evolve.

This chapter focuses on a particular stage of the ASM process, modelling of the run–time
dependencies between systems (Keller and Kar, 2000), with the aim to support analytics
and decision support tools. To this end, it derives a method for decomposing ASM
time–series signals, searching for hidden relations between users or systems activity and
resources utilisation, that can be used for controlling the impact of unexpected workloads
— this is an area significantly underexplored especially in a context of non–acquisitive
control methods.

In the next chapter, 7, the reader will have a chance to review the control problem, when
no model of the enterprise system is available (Sikora and Magoulas, 2013b). Whilst the
previous chapter reported on the use of methods that exploit signals similarity in order
to establish causal dependencies (Sikora and Magoulas, 2014a), this approach proved to
be sensitive to highly utilised resources; these are normally responsible for serving many
actions executions requests.

The method proposed in this chapter, named Application Service Management Signal De-
convolution (ASM-SD), alleviates this situation when decomposing mixed signals, so that
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more precise signals dependency and analysis of causal chains of events can be provided.
The approach is based on decomposing ASM metrics time–series, outlining interdependen-
cies between actions and utilised resources, and can be used to support human operators
and administrators, be part of adaptive feedback loop, as outlined in the previous chapter
(see Section 5.7), integrated with control evaluation or incorporated decision blocks of
autonomous control agents (see Section 8.5.2). In this methodology, ASM signals decom-
position is formulated as a search problem that is tackled using evolutionary algorithms.

The chapter is organised as follows. Section 6.2 describes the fundamentals of the problem
area. Section 6.3 presents signals decomposition and details of the method proposed for
the stated problem. Section 6.4 illustrates aspects of the performance of the method
under a few scenarios. Section 6.5 presents outline of signals decomposition optimisation
methods. Section 6.6 discusses details related to validation of search methods tested.
Section 6.7 outlines other noise models affecting the causality chain. Section 6.8 ends the
chapter by outlining future work and discussing a few concluding remarks.

6.2 Signals Decomposition Problem and ASM Dimen-
sions Relevance

Let an ASM system’s states defined by activity of services, triggered by users or exposed
interfaces, requests, or in other words, actions a and resources r affected by these ac-
tions. Passive monitoring of API elements, threads, and sources of calls (e.g. other APIs
end–points, user actions or triggered events, authorisation tokens etc.) allows to identify
actions usage characteristics. As discussed in Chapter 4 typically resources utilisation is
established through active monitoring (Sikora and Magoulas, 2013b). Resources are most
often related to elements of the hardware and software infrastructure (e.g. processors,
memory, network queue length or discs utilisation) but they can also define more abstract
elements requiring synthetic calculations, e.g. SLAs operating as a quality measure of
contracted services being provisioned, energy consumed, currently utilised infrastructure
prices present in general cloud computing, and other set performance indicators (Neuge-
bauer and McAuley, 2001; Beloglazov and Buyya, 2010b; Beloglazov et al, 2012), including
revenue level metrics.

6.2.1 ASM Systems Defined by Metrics Time–series

The measurements define the system responses and identify its run–time characteristics
effectively creating a “model” of the system performance characteristics. Considering
the high–dimensionality of enterprise systems (Grinshpan, 2012) and the large size of
the time–series databases, such a model is difficult to be built. Moreover, there are
many complex execution interdependencies in an enterprise system (Sydor, 2010; Sikora
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and Magoulas, 2013b) that are effectively recognised while running to operate requested
services.

Although time–series signals processing for online control that is based on predictions of
the dynamics of the application resources has been researched in the past (Gong et al,
2010), how to decompose signals of the metrics that contribute to the resource utilisation
for the control of independent actions execution remains under explored in the context of
non–acquisitive control; this will be discussed further in Chapters 7 and 8.

Even though concurrently executing actions may have different resources usage character-
istics (see more details in Section 6.4), effectively every action execution time is a result
of resources r consumption and time spent on each of the elements of the infrastructure.
Thus the i–th action execution signal1 is a function of resources utilised ai(t) = α(r, a),
ai(t) ∈ {0, 1} that depends on available system resources r and on other incoming or
present actions executions a, forming a non–linear system.

Assuming that signals received from resources are convoluted with many action signals2,
then metrics describing actions execution a, can be collated with time spent by the system
on using resources, r, monitored (cf. with Equation 6.3 below). In other words we are
searching for weights of strength (coefficients) of observed mixtures of actions, executed as
resources are utilised, that allow the decomposition or deconvolution of observed signals
– that is the key issue in this chapter. In contrast to approaches like standard BSS and
SBSS (Bell and Sejnowski, 1995; Cichocki et al, 2002) in the ASM problem we know
precisely, most of the time, shapes of the source signals that are formed from actions
execution metrics; this is discussed further in Section 6.3.1. When a given resource is
highly or fully utilised, actions using it are queued by the system. During saturation
the signals are distorted/deformed. In such situations resources signals are flattened and
extended in time, while actions execution time signals form much higher peaks. Thus the
main assumption of most BSS methods is not met in the ASM context.

Actions a and resources r time–series define the system load–functional performance char-
acteristics, delineating the input and outputs changes, and forming a a + r–dimensional
curve that is a trace of all system states.

In order to address the core problem that is to identify which software elements were re-
sponsible for specific resources utilisation, this chapter propose a deconvolution technique
to recover the original input signals. The method enables unmixing actions time taken
from many monitored areas of a system and establishing coefficients m indicating how
executing actions impact the resources usage.

1A signal as a vector defines an ongoing flow of information, a measured metrics or any other quantity
that changes in time.

2Threads sleeps and resources waits form interesting situations. Although both sleeps and waits
impact directly action execution times (an action does nothing as defined in the code) and active thread
count, their relation to other resources utilisation is very different. Whilst waits for resources are included
in the resources utilisation and queue lengths metrics, sleeps have minimal effect on CPU, Disk or other
physical resources utilisation.
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6.2.2 Industry Practice

An important consideration in operations is to detect, estimate likeliness and prevent a
key resources saturation. When it is found that a controllable action ac, or an action
dependent on some tuning activities, utilises a resource in a way that brings it close
to reach a saturation level, an appropriate remedial control can be introduced to limit
the excessive computation, e.g. action termination, vertical scaling, service migration,
rescheduling, or an execution redirection (see Sections 2.6 and 9.4).

A typical practice in the ASM field is to calculate a time–series of action execution times
to “action execution load”. Such a transformation shows the count of actions running
concurrently in time. This preprocessing approach often gives much better correlation,
see Figure 6.1.

The core property of the action execution times signal transformation is that the peak
values are flattened against the time axis, for so long as the execution time indicates,
and the signal better reflects the system load, but still can be much different when a
resource is highly utilised for longer time. Also high counts of action calls can obfuscate
the transformed signal.

In process monitoring, this is a common way of aggregating changing runtime character-
istics for better visibility and lower storage footprint of a number of parts of the system
under control.

6.2.3 Beyond the Point of Saturation

A critical operating region of the system, in terms of its performance, is reached when
a resource is near saturation (the whole scope of the resource is consumed). When this
system state is reached the resource begins acting as a bottleneck for the rest of the
system. Often though, this is actually the point when energy and amortised hardware are
used optimally. There are of course concerns about stability and many other key system
operations that have an impact on SLAs (Beloglazov and Buyya, 2010b; Beloglazov et al,
2012), as well as concerns about the level of QoS and performance related issues, such as
those related to queuing and batches processing.

Although it is typically available to use another related measurable derivative resource
that present the more about effects of saturation, e.g. CPU and load (tasks queue or
thread count), disk usage and disk queue, it is still beneficial to decompose such signals
since thousands of different action types can contribute to a single resource usage. There
is still a high need to observe and process data of such derivative resources because they
better explain the effects of saturation and allow measurements of further impacts while
base resources show dynamics before the point of saturation when derivative resources
typically show flat, zero level, measurements.
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Figure 6.1: Comparison of a sample time–series of CPU–bound action count and execution
time in 1 second aggregates. Actions time–series are shown in red whilst resources utilised
(CPU) are in blue. The left column shows the time–series of the raw data– no smoothing
was used. The middle column contains data processed with SMA that used a 15 secs
wide aggregation window. The right column shows an SMA that used a 30 secs wide
window. Rows starting from the top show: action counts (light red), action execution
time (dark red), “action execution load” as transformed from execution time (dark red),
and finally CPU utilisation. It is worth noting the improved similarity between “action
execution load” and CPU; this situation is further discussed in Sections 6.3.1 and 6.3.
These time-series data have been collected during a real application, not a model–based,
experiment.
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The approach treats the system as a black– or grey– box searching for relations between
actions performance and observed use of resources. Although in most operating systems it
is possible to track CPU or IO consumption time per process, or even thread, nevertheless,
OS schedulers do not control the operation of applications internals. Hence, building such
a model of relations at the application–level can greatly improve application and service
level controllers.

This is an area of particular relevance for other communities as well, such as the com-
munities of cloud computing (Emeakaroha et al, 2011; Sironi et al, 2012; Yoo and Kim,
2013; Feng et al, 2012), virtualisation (Weng et al, 2011), and Map Reduce (Ibrahim et al,
2011; Polo et al, 2011), where advanced resource and activity aware adaptive schedulers
can be equipped with services activity and resources decomposition methods for better
SLA and revenue awareness. In that respect, embedding the proposed ASM-SD method
can potentially enhance the performance of adaptive schedulers, especially those working
on application level (Bartolini et al, 2012), or of the scheduling policy, extending the
predictive modelling of available green energy (Aksanli et al, 2012).

As it will be shown in Section 6.6, experiments provide evidence that the proposed ASM-
SD method can be successfully implemented with use of global search algorithmic tech-
niques.

6.3 Signals Decomposition as a Search Problem

The ASM-SD method performs ASM signals decomposition tackling the problem as a
form of optimisation. The proposed approach is built on the assumption that the resource
utilisation at time point t is a result of actions metrics at this point:

rk(t) =
∑
i

mik(rk)ai(t) + nk , (6.1)

where rk is the k-th resource, ai is the i-th action, mik is an unknown coefficient of
a component, or service, which causes changes in rk after ai calls, and nk is additive
noise that can be considered as an error. The presence of the error vector nk is related
with many factors, e.g. noise present in the system that may consist of unwelcome and
often hidden components such as software sleeps, calls to other not monitored actions
relaying on other resources or 3rd party systems, waits for unmeasured resources, other
OS level or software level framework operations, or non–monitorable system activity that
utilises system resources. It is normally advised to assume that this vector consists of
non–negative values, as the above mentioned situations normally introduce additional
execution times against the resources utilised, i.e. resources are used more than monitored
action times suggest.
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Equations of this form are common in the BSS class of problems (Bell and Sejnowski,
1995; Cichocki et al, 2002) mentioned earlier in Section 6.2.1, and can be reformulated as
a system of linear equations of the following form:

R =MA+ U (6.2)

where R,A are vectors of resources and action time–series respectively, R = [r1(t), ...]
T ,

A = [a1(t), ...]
T , matrix M contains mixing coefficients, and U is the residual vector.

That notation would suggest Linear Models Fitting (LMF) to be applied (Chambers,
1992; Wilkinson and Rogers, 1973), (R Core Team, 2014), but the LMF approach tackles
the optimisation problem in a symmetric way, where equation may be equally under– or
over– determined, and is difficult to adjust it considering all additional calculations that
are specific to the ASM area, e.g. boundary limits that are asymmetric due to causality
direction, and penalties for rare execution or low total execution time, see Section 6.3.1.
Thus more details on the optimisation function implementation are needed and, effectively,
more flexible optimisation methods have to be tested.

As mentioned above, in the proposed approach the unmixing process is formed as a
search problem that minimises a single–objective. Considering that there are many non–
linearities, which have an impact on action execution times a and resources utilised r, as
outlined in Section 6.2, the optimisation of f(x) : Rn → R can be considered as a general
Non–linear programming (NLP) as an optimisation problem (Ruszczyński, 2006), defined
as follows:

argmin

(
rk(t)−

∑
i

(
mik(rk)ai(t)

))
= nk , (6.3)

where mik denotes unknown entries of the mixing matrix M of size r × a, for which the
equation in brackets attains its minimal value. M is transformed to a solution point s in
the search space S ⊂ Ra·r

+ .

There are, however, several constraints involved: (i) signals are by definition non-negative
a ≥ 0, r ≥ 0 and normalised, and (ii) potential negative values of nk are subject to ad-
ditional penalty in the optimisation function implementation (discussed further in Sec-
tion 6.3.1), based on the assumption that actions form the inputs and resources are the
system outputs, which are impacted by the results of the actions. Thus, a possible effect
cannot be prior to the activity that generated it.

Assuming that there is an adequately rich set of activity measurements A gathered to
explain the resources utilised R, nk as a residual, or fitting error, of unobservable signals
is minimal. However, if the solution point s, as a vector of specific valuesmik of the mixing
matrix M results in a substantially large residual error, then the k-th resource signal is
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not matching the observed activity, and therefore either : (i) the monitored activity
does not adequately explain the resources usage (many important actions have not been
monitored), or (ii) the resource usage does not reflect the activity signals gathered (e.g.
this is often present in memory consumption cases).

Eq. 6.4, below, is an extension of Eq. 6.3 that factors in the information about actions
execution times span and match against a resource, considering the time spent on the
execution up to the current time instance t1 when the rest of the collected samples are
aggregated:

argmin

(
rk(t)−

∑
i

(
mik(rk)

∫ t1

0

ai(t) dt
))

= nk . (6.4)

The approach of Eq. 6.3 compares similarities of action executions times, but not direct
times spent on executing, as in Eq. 6.4. Thus the approach of Eq. 6.3 can be used mainly
for very short executions times, or where sampling time or aggregation is wider than
most of actions executions, that is quite common in ASM databases. The approach of
Eq. 6.4 could be used rather for much longer actions (e.g. batch jobs) that often have
significant impact on systems performance and consist of different phases. Very long
executing actions could be organised in sequences of monitored sub-actions considered
under the assumptions of Eq. 6.3. Moreover, we assume that when action execution times
are short, or the span of the time–series aggregate used is wider than most of actions
executions, then Eq. 6.4 approximates Eq. 6.3.

In other words the general approach presented above is based on similarity and shapes
matching between different domains: activities and resources usage, where units are dif-
ferent. Thus it should rather not consider values comparison directly. Therefore all signals
should be normalised before any further processing is done, and the equation R =MA+U

is considered to be a good approximation of the system.

Still in situations where activity levels (execution counts or times) are far different between
actions in A, the precision can be enhanced when such information is factored in as a
weighted vector of action execution times. Actions less often used (thus having lower total
execution times) should be considered as having less impact on resources and effectively
their error should be augmented as part of another tier of penalty setting.

An iterative optimisation process searches for suitable coefficients of the mixing matrix
M . Solving the problem by a greedy approach to calculate the objective function for
every designed dimension n of k–th values would be O(nk), i.e. such a brute–force search
may be acceptable for low–dimensional cases only. As mentioned earlier the search space
S dimensionality is a product of A ·R, where typically in a real system we can have tens
to hundreds of resources and hundreds to thousands of actions.

Each iteration of the method focuses on all resources R. If an action is found during its
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execution to use time of many different resources, then for a particular action implemen-
tation the usage should be consistent over time. Consequently it has been assumed that
mik is constant for the i–th action a and the k–th resource r at iteration t, see Eq. 6.3.
Depending on the application context, this assumption may be subject to revision after
significant code, parameters or input data changes, or when other factors, like intrusive
load or control actions, change the normal system responses behaviour. Although this
situation is not considered in this chapter, it is worthy to add a brief comment that a way
to potentially overcome this issue is to consider threading actions running with different
parameters or input data, or after changes in the release of the software as different – this
however needs careful consideration as it may lead the count of dimensions to explode,
which in turn could limit the method used.

Lastly, it is worth mentioning the possibility of lowering the count of actions by aggre-
gating actions signals with similar load–functional characteristics that give comparable
result on the usage of resources. Then, signal unmixing analysis can be used to confirm
any similar relations between actions of different types and resources impact.

6.3.1 The ASM-SD Methodology

The proposed methodology includes the following signal processing steps.

Step 1. Signals Normalisation

Time–series are linearly scaled, so their amplitudes are standardised to the range
of [0, 1]. This is required because in the practice actions and various resources
signals are expressed in different units, and values gathered are difficult to compare
directly. Emphasis here is on the signals shapes under consideration rather than
the specific values gathered and aims at evaluating all dimensions (e.g. resources,
actions) equally.

Step 2. Signals Denoising

System administrators are used to interpret scalar values that represent various sys-
tem dimensions, like resources utilisation and systems actions (aggregated values),
and associate their changes in time. This is a simple but effective way of aggregat-
ing data and lowering the scale of resolution of the metrics time–series to be stored.
Most of the monitoring tools actively gathering data about systems actions collect
counts and execution times continuously through software components (collectors),
which are weaved into application runtime (Grinshpan, 2012; Haines, 2006). Such
raw metrics are stored in various internal storage for further use by metrics col-
lection tools and need to be aggregated for presentation and further times–series
processing purposes. SMA (Pyle, 1999) as a low pass filter has been used3. This

3As a rule of thumb a fair level of denoising is achieved when SMA aggregates values following the
width of the longest action.
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Figure 6.2: ASM system incorporating the ASM-SD processing methodology.

form of signals denoising allows enhancing the level of similarity between the input
action and the resources signals which play the role of the system’s response, see
Figure 6.1.

Step 3. Transformation of the Executions Load

Next, an “action execution load" transformation is executed for each action signal.
The essence of the transformation is to change execution time measurements col-
lected at the end of the action call4 into a time–series that represents the count of
actions being executed at a given point in time. Such a transformation smooths
signals that may contain many peaks and helps enhancing the level of similarity
further- see comparison presented in Figure 6.1.

Figure 6.2 illustrates all stages of the ASM-SD methodology. It includes an additional
step of dimensionality reduction which filters out system actions that have lower impact.
In ASM industry practice, the number of action signals A greatly exceeds the number of
resourcesR. Thus reducing the actions dimensionality can improve the ASM-SD execution
time. Actions’ impact can be measured by ranking selected action types– e.g. those which
have higher cumulative execution times– or highly called actions5, or, even in certain cases,
by using a weighted product of those two ranking criteria.
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Figure 6.3: The search space of an ASM system having four actions and a single resource
being utilised. The figure illustrates the search space with respect to each pair of ac-
tions.The original action signals are shown in the plots placed along the main diagonal.
The 3D surfaces and the corresponding 2D contour plots depict the fitness function with
respect to a pair of isolated action types. The 3D surface plots (at the lower left side of the
diagonal) provide a good view of the shape of the fitness function along two dimensions,
whilst the corresponding contour plots (at the upper right side of the diagonal) provide
a better view of the various local extrema (areas of closed isolines). The lowest point in
each of these projections indicates a minimiser and has been marked with a blue diamond.
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6.3.2 The ASM Search Space

Seeking appropriate coefficients of the mixing matrix in Eq. 6.3 requires searching a mul-
tidimensional space. Below, a simple ASM system containing four actions and a single
resource, where the intensity of the actions and usage of the resource are different per
action type (see Figure 6.3), is used as an example to illustrate features that are common
to ASM systems. The search is conducted in a 4–dimensional normalised hypercube, and
denoising of all signals is achieved through SMA filtering that follows a width of 15 secs–
see Step 2 in Section 6.3.1.

In Figure 6.3, different slices of the search space are shown by projecting the search
surface along two dimensions, which represent pairs of actions against a single utilised
resource. This visualisation could help gaining some insight about the characteristics of
the optimisation problem. Potential minimisers in these 3D and 2D plots are marked with
a blue diamond. Obviously, these are only slices and the full search space explored by
the ASM-SD method has higher dimensionality, so the coordinates of the actual problem
minimisers differ from the ones shown in these figures. In fact, the ASM-SD search space
appears to be multi–modal. This is also illustrated in the 2D contour plots, which show
that there are neighbourhoods of local minima (see the plots at the upper right side of
the diagonal in Figure 6.3) surrounded by the contour lines. The space is complex with
irregular gradient values, from very narrow barrier related slopes (discussed later), to flat
regions with many widespread local minima, and valleys– see the 3D plots at the lower
left side of the diagonal in Figure 6.3.

Observing the collected data of the experiments reported next, it is clear to notice that
the region surrounding a good minimiser is flat and often wide. Moreover, often the
neighbourhood of the best solution point found contains many shallow local minima that
are not very different in terms of function values to the “global” minimum. Such a plateau
areas are caused by many actions of similar resource bound characteristics, having similar
impact on the resources footprint, so in simple terms they are hard to be distinguished.
They create unfavourable conditions in terms of quality of the ASM-SD method.

As mentioned earlier, in Section 6.3, negative values of residuals of Eq. 6.3 should be
avoided, and to this end bouncing boundaries are used in the optimisation function imple-
mentation. This is done through the introduction of penalties, whose values are passed
to the methods as a parameter, that are added to the error for every negative coefficient
and residual value (Wright and Nocedal, 1999). Such an approach forms barriers for
matching signals whose total impact exceeds resource utilisation. Any candidate solution
that violates the problem’s assumptions/constraints is removed from the feasible region
by assigning a penalty to it.

4In engineering practice in most of the cases action executions are assigned at the time the action
started.

5The execution count can very often cause software or hardware resources utilisation regardless of
the execution time.
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Figure 6.4: The ASM system test framework for Signals Decomposition methods.

6.4 Testbed Design and Experiments

Due to the multi–modal and high–dimensional nature of the ASM signals problem space
this chapter is focusing on evolutionary optimisation methods to solve the ASM-SD prob-
lem, as this approach appears to be eminently suitable due to the characteristics of the
search space, as discussed in Section 6.3.

The testbed framework of Figure 6.4 has been implemented allowing exploration of the
potential use of the proposed approach in the industry practice. It provides an ASM
environment where iterative experimentation can be conducted, collecting performance
data for the various methods tested and generating a rich set of ASM data for testing
population–based methods under various loads several times.

Previous research in the ASM field (Sikora and Magoulas, 2013b) showed that the minimal
time for a load test – rich enough in terms of different load pattern changes – is around 1 to
2 hours long. To alleviate the problem of conducting long simulation runs queuing model
simulations were used. This is a well known simulation modelling approach, as discrete
event model simulation in the form of queuing systems has a long history of applications
(Lazowska et al, 1984; Banks et al, 2000; Harchol-Balter, 2013).

To this end, a flexible toolset for time event simulation, the Java–based framework for
discrete event simulation, Discrete–Event Simulation Modelling in Java (DESMO-J) (Page
et al, 2005; Gehlsen and Page, 2001; Lechler et al, 2014), has been used as it utilises plain
Java code for the model and the queue networks framework, which allows to integrate it
with the rest of the proposed framework6.

6After applying a simulation–based data generator, the speed increased by a factor of approximately
600 to 800 (that practically allows running 24hrs load simulation in about 2 to 3 minutes, depending on
count of load sources).
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Although the author of the thesis reviewed several existing event–based frameworks for
systems modelling and workload analysis, such as: GridSim toolkit (Buyya and Murshed,
2002), GroudSim (Ostermann et al, 2011), Java Modeling Tools (Bertoli et al, 2009, 2006),
Palladio (Becker et al, 2009) and CloudSim (Buyya et al, 2009a; Calheiros et al, 2011),
he found that for the sake of simplicity, insight and flexibility of direct elements instru-
mentation for metrics gathering, the framework based on DESMO-J is more appropriate
in this case.

The software framework provide APIs for forming custom topologies of queue networks,
utilising many different actions, adding custom counters for SLAs and put customised
load in a flexible manner. It is a Pure–Old Java Objects (POJO) approach, so it is ready
to be equipped with a controller actuators to simulate environments under service control
to test operation and performance of the computer system during the design phase, or
be applied as a model base for a weaved-in controller to be instrumented directly in the
application code to manage and regulate the application behaviour in operation.

Figure 6.4 presents the design of the test–bed that consists of: Load Generator that defines
execution parameters for the modelled system; Data Preparation block that provides the
enterprise system model that generates ASM metrics, which are required to prepare a
dataset for the Search Runner that uses various evolutionary computing methods.

All empirical evaluations were done with the use of R scripting, which can be directly
called from a Java–hosted ASM controller. The authors used the approach of RCaller
that was proposed and described by Satman (2014). Experiments utilised RCaller v2.1.1
implemented by Satman (2013) as an R integration library for Java applications.

6.4.1 Load Generator

The Load Generator is a software component that is responsible for creating input data
for ASM model deployed in Data Preparation, see Figure 6.4. Identifying bottlenecks,
overused or saturated components/resources and entire performance of the modelled sys-
tem is a key functional prerequisite of the test–bed design, so that those interesting from
systems performance perspective operational areas are covered in the ASM-SD experi-
ments. In order to test the insights of system dynamics the same model can be a subject
of runs with various load conditions. Load Generator provides API that gives necessary
flexibility of defining the load mixture by specifying arrival and execution rates and distri-
butions of each of the action types individually. Action type definition contains a vector
of load pattern that specifies how the arrival rates are distributed in time of a simula-
tion. Each action must be also equipped with measures showing proportions of available
resources utilisation.

Such an approach gives a very concise yet flexible way of modelling a load coming to the
system from many sources (users interface, web services and scheduled batch jobs) using
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the system concurrently. The test–bed can execute simulation from very simple signals
mixture to very complex, multi-action workloads.

The example below presents a concrete scenario where actions play the role of input to
the queue model. Normally to test the ASM deconvolution process of Eq. 6.3 under a
mixture of signals, a set of many concurrently executing actions of many types needs to
be run.

The example case bases on a single action type definition that is rather CPU–bound,
but also utilises Disk in only 5% of the execution time, with the following execution
distribution parameters: exponential distribution with given arrival rate: Exp(λ = 10),
action execution time defined with use of normal distribution: N (µ = 5, σ2 = 0.1), and
a variable load defined as a call probability pattern given by a following sequence p = [0,
0.2, 0.2, 0.2, 0.2, 0.2, 0.1, 0.0, 0.0, 0.1, 0.4, 0.4, 0.6, 0.2, 0.1, 0.0, 0.0] repeated 3 times
in a time of the single experiment7. For better comparison, please see the corresponding
Java code snippet below:

1 new ActionType("A3IO2",
2 new LoadPattern( // arrival
3 new LoadDistExponential("DistrExp", 10),
4 new double []{ // intensity
5 0.0, 0.2, 0.2, 0.2, 0.2, 0.2, 0.1, 0.0, 0.0,
6 0.0, 0.1, 0.4, 0.4, 0.6, 0.2, 0.1, 0.0, 0.0}, 3),
7 new LoadDistNormal( // execution
8 "DistrNorm", 1, 0.1),
9 new ResourcesUsage []{ // resources use

10 new ResourcesUsage(ProcessingType.CPU , 0.95) ,
11 new ResourcesUsage(ProcessingType.Disk , 0.05)},
12 new SLA());

Figure 6.6a shows an example response and unmixed action signals using the ASM-SD
method, where one of the actions signals is a a result of the above definition.

6.4.2 Model and ASM Data Preparation

The computing system model implementation (Figure 6.5), applies Processor Time Shar-
ing approach, where each jobs is sliced to atomic subtasks that as per action type char-
acteristics (functionality and load) have different resources distributed (Lazowska et al,
1984; Harchol-Balter, 2013).

As mentioned earlier, DESMO-J (Page et al, 2005) has been found as the best suiting the
needs of discrete event simulation framework for this study. A more detailed frameworks
comparison has been investigated by Göbel et al (2013).

7The load pattern gives a precise way of configuring variability in expected intensity of the frequency
of incoming calls for the given action. This parameter is very helpful to define a test highlighting cases
such as: actions interference using the same resource, or temporarily higher load to observe effects of
spikes in resources consumption, or short reoccurring load changes to analyse a ‘delay’ factor impacting
strength of ASM-SD.
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Figure 6.5: Load Generator and ASM system model for signals generation.

For the benefit of this study the framework provides implementations of CPU and IO load
simulations, based on those resources queues. There is no waiting line and all jobs receive
an equal proportion of the service capacity, that is essential to model a simple operating
system dispatcher, which is a building block of each computing system. The synthetically
generated data by the model of such a queuing system design match the metrics collected
during real load runs. Rerunning the simulation alllws reproducing hours of load test in
seconds.

It is worth mentioning that more advanced computing systems, including distributed com-
ponents (network delays), multi–core (lower load queues as per simple processor sharing)
or with farm of servers covered with load–balancers (each of them are multiprocessor with
a disk controller) are feasible to be implemented in the adopted framework. Nevertheless
the extensions are not needed to demonstrate the ASM-SD method – as in engineering
practice most of the activity and resources metrics can be isolated as per machine or
a sub-system, where they can be gathered fairly easy, and consequently the problem is
reduced to a single server again. Of course adding resources (network delays, wait to
connection pools, etc.) to the picture would multiply the search space to be explored (see
Section 6.3).

6.4.3 Search Runner

As mentioned earlier in Section 6.3.2, due to the multiple minima and the high–
dimensional nature of the ASM-SD search space, the experimental study focused on
comparison of different population–based methods that are considered more capable of
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exploring globally this kind of search spaces.

Several series of experiments were performed on synthetic datasets to confirm the ef-
fectiveness of the approach. Three different population–based method implementation
available in R are presented in this chapter: (a) PSO (Clerc et al, 2011; Bendtsen, 2012)8,
(b) GAoptim (Tenorio and Tenorio, 2013) 9, and (c) DEoptim (Ardia et al, 2011; Mullen
et al, 2011) 10.

The Search Runner component provides a software framework abstracting access to differ-
ent APIs of the search methods R implementations. As the R optimisation implementations
are based on the approach taken by optim {stats}, PSO, GAoptim, and DEoptim differ
in input parameters, it was necessary to wrap the access with a single access layer giving
input parameters abstraction.

In order to compare the speed of convergence, precision, robustness, and general perfor-
mance of the different methods we use as our main performance criteria the execution time
and the residual error (Eq. 6.3). More detailed description of the evolutionary methods
is provided in Section 6.5.

Interested readers can find a performance comparison of non–population–based general–
purpose optimisation methods in (Sikora and Magoulas, 2014b), where Simplex (Nelder
and Mead, 1965) and Simulated Annealing (SANN) (Bélisle, 1992) were tested. Prelimi-
nary experiments in Sikora and Magoulas (2014b) found that population–based methods
find good ASM-SD solutions earlier, and are generally resilient to the problem of local
minima.

8A PSO implementation consistent with the standard PSO 2007/2011 of Maurice Clerc et al., version
1.0.3 (2012-09-02).

9Genetic Algorithm optimisation package for real-based and permutation-based problems, version 1.1
(2013-03-24).

10DEoptim package implements the differential evolution algorithm for global optimisation of a real-
valued function of a real-valued parameter vector, version 2.2-2 (2014-12-17).



6.4. Testbed Design and Experiments 113

0 200 400 600 800

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Index

0 200 400 600 800

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Index

0 200 400 600 800

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Index

m.fit[1,] 0, 0.03, 0.013, 0.451, 0, 0.022

0 200 400 600 800

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

m.fit[2,] 0, 0.001, 0.499, 0.313, 0, 0.001

(a) PSO

0 200 400 600 800

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Index

0 200 400 600 800

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Index

0 200 400 600 800

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Index

m.fit[1,] 0.129, 0.034, 0.149, 0.154, 0.011, 0.066

0 200 400 600 800

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

m.fit[2,] 0.009, 0.075, 0.267, 0.157, 0, 0.012

(b) DE

0 200 400 600 800

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Index

0 200 400 600 800

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Index

0 200 400 600 800

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Index

m.fit[1,] 0.147, 0.124, 0.209, 0.272, 0.121, 0.121

0 200 400 600 800

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

m.fit[2,] 0.078, 0.031, 0.131, 0.153, 0.025, 0.105

(c) GA

Figure 6.6: Comparison of deconvolution process of three different optimisation methods.
The time series were captured by Search Runner debugging during one of the runs, where
6 different concurrently executing actions are present. Most of the actions are mainly
CPU–bound but they also use Disk with different proportions of CPU and Disk usage,
where one of the actions is rather Disk–bound. Resources are denoted by black and blue
thick lines, whilst actions are shown as thin lines using different tones of red. Each of
the groups shows from top: original action values signals, all normalised, unmixed actions
impacting CPU and Disk respectively.
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6.5 Search Methods Performance and Parameters Tun-
ing

This study is not tackling the meta–optimisation or hyperparameter optimisation issue,
where another overlaid optimiser for parameter calibration (tuning) is being used (Grefen-
stette, 1986; Pedersen, 2010a,b). The purpose of this work was to explore the different
methods and validate their applicability; thus much work has been done on visualisation
comparison of the optimisation characteristics from many angles.

This section provides insights on the examined search methods performance when tested
under different experimental conditions and tuning modes in an ASM environment. Series
of experiments have been executed checking different load situations (variable arrival rates
and difference load patters). The search space is complex with multiple local minima.
Thus, we selected meta–heuristic methods such as Particle Swarm Optimisation (PSO)
(Kennedy and Eberhart, 1995; Poli et al, 2007), and Genetic Algorithm (GA) (Goldberg
et al, 1989; Mitchell, 1998; Michalewicz, 1996) that typically exhibit good performance in
such a search conditions.

The experiments focused on R implementations only, giving a good comparison ground
for selected population–based optimisation. Common for the class of search methods
parameters like maximum number of iterations or population size have been extensively
tested.

The experimentation with use of earlier mentioned implementations (PSO, GAoptim and
DEoptim) have been split to two groups swarm–based and genetic search methods that
reuse similar approaches and share common properties that have been presented in Sec-
tions 6.5.1 and 6.5.2 respectively.

Due to large number of individual simulation runs conducted applied visualisation of
multivariate data–sets have been structured with focus on entire distributions, rather than
statistically aggregated values for groups of data, thus optimisation methods comparisons
use violin plot (Hintze and Nelson, 1998), that better shows individual experiments than
box–and–whiskers plot (McGill et al, 1978). To highlight the directions of the changes
Local Polynomial Regression Fitting (loess) trend line has been used (Cleveland, 1979;
Cleveland and Devlin, 1988; Cleveland et al, 1992). To generate the figures R {graphics}
and ggplot2 (Wickham, 2009) plotting systems ware used.

6.5.1 Swarm–based methods

In this section a single metaheuristic of PSO has been presented, that is classified under a
broad term of Swarm Intelligence, where a population of simple agents interacting locally
forming a collective behaviour, in decentralised fashion, contribute to finding the best
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Figure 6.7: Comparison of 2007 and 2011 variants of SPSO.

solution point of the search space (Clerc, 2010).

PSO (Clerc and Kennedy, 2002; Clerc et al, 2011) implementation is consistent with the
standard PSO 2007/2011 of Maurice Clerc et al. (Bendtsen, 2012), version 1.0.3 (2012-
09-02).

Figure 6.7 shows a comparison of both variants available in the R library implementation
tested. Please note that the default swarm size values (population) parameter are quite
different between both PSO methods; SPSO2007 defaults to b10 + 2 ∗

√
A ∗Rc, while

SPSO2011 use 40. This has been considered in figures showing comparison in function of
population size that is always relative (in %) to the default value.

Comparison of SPSO and 2011 has been done for default 1000 and 500 max iterations
(maxit) in 8 dimensional space deconvolution problem, see Figure 6.7. Results confirm
that performance of and SPSO2007 and 2011 is very similar.

Experiments show that even quite low swarm sizes, e.g. 10–15 swarm size, give good
solutions.

6.5.2 Genetic methods

This group of search methods bases on a population of candidate solutions that during
an iterative process is evolving toward better solution points of the fitness function (in
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the search space). Each candidate solution, often called individual, is defined as a set
of genotype, which is a basis for selection, crossover and mutation. The population of
individuals in each iteration is called a generation (Michalewicz, 1996).

Due to similar parameters and general approach two methods Genetic Algorithm and
Differential Evolution have been tested in this section.

Genetic Algorithm (GA)

Genetic Algorithm approach in implementation of GAReal {GAoptim}, version 1.1 (pub-
lished 2013-03-24) (Tenorio and Tenorio, 2013) as an optimisation package for real-based
and permutation-based problems has been tested.

Due to complex implementation of custom crossover, selection and mutation operators
the default functions have been used. Thus, the GAReal function for real-based optimisa-
tion has been tested under following conditions. Selection: the default option performs a
fitness proportionate selection, so that the fittest individuals will have greater chances of
being selected. Crossover : the blend option was used that performs a linear combination
of the individuals chromosomes, and so it introduces new information into the resulting
offspring, with the crossover rate equal to 0.9 (comparison in Figure 6.8) as probability
of two individuals effectively exchanging genotype. Mutation: the implementation uni-
formly samples given a mutation rate (default 0.01), multiplied by population and present
dimensions. Mutation points along the population matrix, where each sampled locus is
replaced by a random-uniform number between 0 and 1. Elite rate: default value of 0.4
was used as the ratio of the best–fitted individuals amongst the whole population that
are automatically selected for the next generation.

GA has been found as a very fast method under high dimensional cases, over 50 dimen-
sions, as shown in Figure 6.14.

Differential Evolution (DE)

Differential Evolution (DE) introduced by Storn and Price (1997) has been applied to
many disciplines. ASM-SD experiments used DEoptim {DEoptim}, version 2.2-2 (pub-
lished 2014-12-17) (Ardia et al, 2014) (Ardia et al, 2011) (Mullen et al, 2011).

The choice of DE parameters; population members count NP, crossover probability CR
and differential weighting factor F can have a large impact on optimisation performance
Storn and Price (1997). Therefore selecting the DE parameters that provide a good
performance has been thoroughly researched.

Nevertheless our experiments show that in the ASM-SD problem changes in default pa-
rameters have limited value on the method performance and therefore default values are
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Figure 6.8: Comparison of Crossover parameter of GA and DE using low–dimensional
ASM-SD problem set.
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Figure 6.9: Comparison of Crossover parameter of GA and DE using high–dimensional
ASM-SD problem set.
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Figure 6.10: Differential Evolution performance as a function of the percent (%) of the
default maximum iterations (maxit parameter) needed to converge.
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Figure 6.11: Comparison of Differential Evolution strategies, under different dimensions
and maximum iterations conditions.

suggested. Comparison of six DE strategies available has been presented in Figure 6.10,
crossover probability values review is in Figure 6.8 and population members count is il-
lustrated in Figure 6.16. DEoptim performance as a function of maximum set iterations
(maxit) is shown in Figure 6.10, 6.12 and 6.11.

DE finds solution points with much lower error values than GA, with very similar exe-
cution times, in low–dimensional cases (see Figure 6.8). However, in high–dimensional
spaces, execution times of DE are much higher that the GA’s (see Figure 6.9).

This method has been found as with the longest execution times especially in highly–
dimensional cases, but with quite low Error values (Figure 6.14). Thus, DE is the most
sensible method for low dimensions count (Figure 6.15).

All DE strategies applied to ASM-SD problem give very similar results. All of them give
very similar error and execution time characteristics. Figures 6.11–6.12 show a compari-
son of six DE strategies (the classic DE strategy and five variants) under different load,
maximum iteration and dimensions involved conditions.

The best combination for a general ASM-SD use of differential weighting F and crossover
CR was found for a pair: F = 0.1 and CR = 0.7; see Figure 6.13.
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Figure 6.12: Comparative performance results of Differential Evolution strategies as a
function of dimensions.
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Figure 6.13: Comparison of Differential Evolution (strategy 2 – default), under different
crossover probability CR and differential weighting factor F conditions.
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6.6 Search Methods Quality Validation

Methods selection focuses on system performance which is established based on the search
error – that is the main dimensions of the search as per Eq. 6.3, execution time, and
distance of the solution point to the expected result point (precise for simpler, low–
dimensional cases, where modelled system is not overloaded) — given as % of maximal
space length, that is the search space diagonal of the n–dimensional normalised hypercube,
equal to

√
n.

This section presents findings of the above measures for each method with respect to load,
dimensions (actions and resources), and maximum iterations (maxit).

6.6.1 Execution Runs

The first set of experiments focused on signals decomposition (ASM-SD) using an ASM
system model containing 10 dimensions– 5 action types running with use of 2 resources.
To explore the methods in more detail, a series of experiments with the model containing
between 10 to 100 dimensions, carried out under variable arrival rates and load patterns,
have been used (see results in Figure 6.14, 6.15, 6.16).

In order to validate the methods we must establish another measure than the standard
error as the residual of Eq. 6.3. Since Load Generator parameters are under strict control,
as discussed in Section 6.4.1, it is possible to derive analytically an expected solution
point containing values of impact of actions on resources using load model parameters,
i.e. arrivals, execution time distribution and load distribution in time.

Such an approach shows a different perspective of the search quality in the ASM context
than the error typically used in optimisation.

Common observations from all experiments are: (a) execution time is exponentially de-
pendent on maximum iterations (maxit) (cf. with Figure 6.10); (b) execution time is
linearly dependent on populations used (cf. with Figure 6.16). Instead, error character-
istics remain flat as a function of either population or max iterations. Thus a concussion
would be to limit maximal count of iterations (maxit) and population.

6.6.2 Parallel Population–based Metaheuristics

All experiments have been carried on a single CPU machine (all runs on the same plat-
form, R + JVM + OS + hardware) in order to test a serial processing execution times in
a rigorous fashion. Parallelised population–based methods, even though provided as an
option by some of the tested methods (DE, PSO), have not been included in this study.
Computation scalability is a core aspect of the current trends in computing, and so there
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Figure 6.14: Comparison of error, execution time and distance to expected solution point
with respect to dimensions count.
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Figure 6.15: Comparison of error, execution time and distance to expected solution point
with respect to maximum iterations (maxit, in percentage).
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Figure 6.16: Comparison of error, execution time and distance to expected solution point
with respect to size of the population.
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is much interest in the community about parallel population–based metaheuristics (Ned-
jah et al, 2006), where concurrent search runs interact to improve the overall solution.
Nevertheless, the reported findings offer some insight into the potential of these methods
in ASM environments, when parallelised or executed in multiple threads.

6.6.3 Industry Applicability

Experiments show that ASM-SD gives stable results as early as 20–30% default maxit,
as illustrated in Figures 6.14 and 6.15, so for engineering applications limiting maximum
iterations to 20% could offer a good performance/value trade–off.

Also population sizes can be limited, as demonstrated by the results presented in Fig-
ure 6.16, where error characteristics as a function of population size (count) is constant.

Let us consider a real case scenario of a system with a hundred leading action types, and
a minute time aggregate collected over a single release cycle usually one month long. Such
a release based dataset should be defined by 40320 samples, so the processing time should
be around 40–50 minutes, under very limited run–time conditions used in the experiments,
that can be easily implemented in a scheduled tasks of an ASM framework.

6.7 Other Noise Models Affecting Causality Chain

As defined earlier in Section 6.3, the BSS problem formulation (Equations 6.1 and 6.2) can
tackle other unobservable elements of signals of a system that impact the convoluted signal
as noise defined by only considering its additive nature. This approach is a significant
simplification that can be seen as considerable impediment in using the method more
generally in ASM. Thus, to see the wider picture of possible scenarios it is necessary to
highlight other noise models present in causal inference literature.

In order to incorporate an independent noise term in the model to compare the evidences
of the two directions.

Below other noise models are listed following the notation of Eq. 6.2, where additive noise
of U is simply a residual vector:

• Linear noise: R = pA+ qU ,

• Post–non–linear: R = G(MA+ U),

• Functional noise: R = F (A,E).
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6.8 Summary and Contribution of the Chapter

The ASM area still lacks research in features selection methodologies, which could be
used to improve autonomous control and support ASM operators. This chapter presented
an approach that can be applied as a deconvolution technique to help uncovering hidden
run–time relations between observed signals in the ASM field.

Metrics signals gathered in normal operation of a system build databases of time–series
that contain effectively definitions of hidden causality chains present in the systems. In
order to extract the casual relations and establish models of systems interactions, util-
isation dependencies and performance characteristics, that a controller or administrator
can base on, it is required to match running application responses under given conditions
with resources usage.

This chapter described a signal deconvolution method, named ASM-SD, driven by evolu-
tionary search that can be applied in the ASM data analytics and adaptive controllers.

Various optimisation methods have been tested in this signals unmixing problem present
in ASM. The evaluated scenarios confirm the practical potential of the proposed approach.
The method is introduced thoroughly tested with use of DE, GA and PSO out–of–the–
shelf search methods. The high–dimensionality of the search spaces and huge quantities
of multivariate datasets require special qualities from the specific search methods applied.

The discussion of features selection for more efficient autonomous ASM control is contin-
ued in the next chapters. In particular the investigation of ways to extend the deconvolu-
tion approach, enhancing the proposed method to better tackle issues related to specific
types of resources and actions signals. That is linked to the work on both autonomous
and human-driven control in ASM environments, which is equipped with feature selection
methods.



Chapter 7

Adaptive Control

“Truth will sooner come out from error than from confusion.”
— Francis Bacon (1561 – 1626)

“Anyone who has never made a mistake has never tried anything new.”
— Albert Einstein (1879 – 1955)

This chapter discusses a software controller framework for adaptive control in ASM en-
vironments and explores its potential. Control actions are executed in the context of
the current system state, which is then again monitored and stored the database called
system state repository, a knowledge base, extending it and giving views of the correct-
ness or failures of the control actions, which are frequently evaluated. This incremental
learning leads to evolving controller behaviour in a particular situation by taking into ac-
count consequences of earlier actions in that or similar situations. Experiments have been
conducted with use of a real application, that has been instrumented with termination
actuators and monitored accordingly (Sikora and Magoulas, 2013b).

7.1 Introduction

High dimensionality and nonlinearities, inherent in enterprise systems, pose several chal-
lenges to their modelling and run–time control. Most of the existing research in automat-
ing ASM is model–based and is able to accommodate a low number of dimensions, as
discussed later in Section 7.2. In practice, enterprise system administrators, cloud based
solutions users, FaaS or SaaS supplier staff use manual or semi–automated procedures al-
lowing production level run–time modifications (Buyya et al, 2008), which turn into more
flexible adaptive resource scheduling approaches (Zhan et al, 2015; Singh and Chana,
2016).

127
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Introducing a view of expanding the adaptive control in ASM, this chapter proposes,
implements and tests an approach that is based on autonomous control in the ASM
framework, where selected functionalities pointed to exposed, or internal, interfaces are
controllable, in accordance with functions of priorities in times of higher importance or
lower system resources– examples of SLAs are presented in Table 7.1. This is a model–free
approach that combines NNs with knowledge–based systems, which, to the best of author’s
knowledge, is innovative in this area (see Figure 1.1). Moreover, the work develops a
software framework that is equipped with simple statistical methods for evaluating the
system. The framework is able to change internal elements of run–time execution, by
taking control actions in background of flexible SLA definitions and resources as part of
the current system state.

In the era of “big-data” (Buyya et al, 2008; Brown et al, 2011), a data greedy approach is
used, where all observable metrics are collected e.g., actions, resources and control actions,
creating a knowledge base that also operates as a repository of system states and reactions
to particular control actions. The approach focuses on an application scenario where the
controller is only equipped with a termination actuator eliminating expensive to execute
actions (not resources tuning control1), and can adapt to changing conditions according
to modifiable SLA definitions, still without a model of the system. No predictors and
no forecasting of service demands and resources utilisation have been used. The general
objective is to adaptively control the system to optimise declared SLA functions values.

The chapter is organised as follows. Section 7.2 presents previous work in the ASM
domain– the various control schemes proposed so far and their advantages and limitations.
Section 7.3 introduces important research concepts and formulates the problem in the
tested approach. Section 7.4 introduces and discusses the architecture of the proposed
framework used to monitor and control an application. Sections 7.5 and 7.6 presents
experimental results. Section 7.7 contains conclusions, discusses applications and outlines
future work.

7.2 Previous Work in ASM Control

As it has been already outlined in Sections 2.6 and 2.7 the ASM systems adaptive control
gained significant attention in last two decades. Especially in area of resources allocation
allowing adaptive vertical and horizontal scaling (Buyya et al, 2009b).

On the contrary, partially due to success of the systems scaling progress, the adaptive
application level control has not gained that much interest. The cloud computing com-
munity focused instead of flexible functions provisioning under PaaS and FaaS models
where serverless computing is a core driving factor (Fox et al, 2017b). Thus the stateless

1The system resources can be modified in order to change important run–time characteristics – this
scenario is not discussed in this chapter.



7.3. ASM Control Formulation and Key Concepts 129

functions, mainly short performing cloud calls, enable fine–grained execution control over
the performance (Van Eyk et al, 2017). This is reshaping several architectural principles
(Shahrad et al, 2019) in order to maximise the setup in terms of costs and performance
(Van Eyk et al, 2018).

Although the control of applications in ASM environments still needs substantial re-
search to be conducted, manual ASM administration is widely used, together with the
deployment of APM tools. Currently there are many out–of–the–shelf APM and ASM
suites (Kowall and Cappelli, 2012), mainly focusing on network and operating system re-
sources monitoring. Nevertheless, the function level performance monitoring and control
earn more and more attention.

Despite the recent progress in the use of control theory to design controllers in the ASM
field, the use of neural networks and their ability to approximate multidimensional func-
tions defining control actions in system states remains under explored. Bigus over twenty
five years ago applied neural networks and techniques from control systems theory to
system performance tuning (Bigus, 1994). Similarly to our approach he used several sys-
tem performance measures, such as devices utilisation, queue lengths, and paging rates.
Data were collected to train neural network performance models. For example, NNs were
trained on-line to adjust memory allocations in order to meet declared performance objec-
tives. Bigus and Hellerstein extended that approach in (Bigus et al, 2000) and proposed
a framework for adjusting resources allocation, where NNs were used as classifiers and
predictors, but no extensive knowledge base was incorporated in that approach.

In contrast to the approach discussed above, no system model of any kind is present in
the presented approach and a knowledge base is incorporated, as the main system metrics
and control actions store. This allows to persist all the metrics and SLA values before any
control is taken, and after to reevaluate control actions for changed system characteristics,
and retrain actuators with new control rules on–line. Such evaluation of control actions
does not require direct settings of control action to the SLAs defined and later delivered.
Also in terms of SLAs, the approach provides a flexible way of defining functions, allowing
the selection and join of all metrics present in the knowledge base.

In other words, it is a control setup that is isolated from any statistical or causal model
or any other form of predefined or online aggregated meta–information describing present
and past system states, S. Essentially, the simplest form of control deduction still allowing
to adaptively govern a real application performance.

7.3 ASM Control Formulation and Key Concepts

This section introduces a few research concepts and defines terminology used later in the
chapter. We begin the introduction starting from a control systems formulation of the
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ASM problem, going through the considered dimensions and system state definition, and
finish with an overview of our approach for rule induction.

7.3.1 Control in the ASM Field

As discussed earlier in Chapter 3, a controller operating in an ASM framework is con-
trolling an enterprise class system which can be modelled as a dynamic system, a System
model C (see Equation 3.6). The model can be expressed as a system of functions:
C : Rn+1 → Rn+1, n = k +m in time domain, where k is the number of actions and m
is the number of system resources. In this context, all run-time characteristics of the sys-
tem are determined by a set of resources and input/output actions, whose current values
define the system state S.

7.3.2 Rules Induction

A feature of our approach is that it considers the enterprise system as a black-box, so it
uses no explicit or analytic model of the system; in particular there is no direct knowl-
edge of the code-base structure and the characteristics of the resources. Therefore, the
control system has to configure future control actions by observing system states S and
their changes. It “learns by observation”, building a Knowledge Base and solving an
optimisation problem.

This type of “learning” is in essence a very natural process as Thorndike and Bruce
(1911) discovered while researching animals adaptation facing pleasant and unpleasant
situations (Herrnstein, 1970). Thorndike observed animals response causing pleasing effect
was reinforced by its consequence, and formulated the law of effect. In other words, actions
producing favourable outcomes are more likely to happen again, whilst actions causing
discomfort are avoided. This was later extended in the work of Skinner in the area of
operand conditioning and defined principles of reinforcement and behaviourism (Skinner,
1938, 1963).

Influenced by the operand conditioning phenomena, research in machine learning intro-
duced variants of Reinforcement Learning (RL) to control by reward and punishment
using dynamic programming Sutton (1984); Watkins (1989); Sutton and Barto (1998).

The idea of exploiting background knowledge with positive and negative examples in order
to formulate a rule–based hypothesis about the accuracy of an action was researched in
the context of inductive reasoning (Muggleton and De Raedt, 1994; Muggleton, 1999),
giving grounds of Inductive Logic Programming (ILP).

In this work an approach that builds on the above mentioned schemes is applied, where
system states associated with low SLA values are promoted and those which lead to high
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SLA penalty values are discouraged in the future actions of the controller. In order to
promote this behaviour, an online adaptation procedure through frequent evaluations is
performed. A search is executed for each of the process runs to uncover new and evaluate
existing associations (indirect mappings) between system states and SLA values. So the
problem space of unknown yet possible application system states of observable dimensions
of C : [r, a] is being constantly explored (see Section 4.2). Generally, this sort of a trial
and error method works quite well, where little a priori knowledge is available.

The control system is able to modify only a subset of all functional actions ac, those which
are expressly instrumented with the controller agents code. A control action in a given
system state ca(S) is a direct result of a rule induced R(S), approximated with use of
Neural Network (NN).

When induced, a control rule expresses a belief (expectation) that the control applied in
the background of a system state S, in an area of observable dimensions (a, r), is going
to lead to a lower SLA value. When the rule is applied on the system, a new state is
observed that extends the system state repository, reflecting the correctness of the control
action. More details of the rules induction process are presented in Section 7.4.4.

In this chapter SLAs are treated as penalties of equal importance. Following this assump-
tion a summary of all set SLAs can be computed in order to derive knowledge about
the system “health”. The control can be applied on the basis of rules induced under this
assumption.

7.4 Proposed Software Framework and Controller Ar-
chitecture

This section describes the proposed framework and its various elements, such as the
monitoring mechanism and the controller architecture, with various components of the
environment used for simulations and practical evaluation of the proposed solution.

Figure 7.1 shows the software framework used in the research. All components (Mon-
itoring agents, Collector, Loader, Evaluator, and Controller) are implemented in Java
and running in isolated run–times, communicating asynchronously with the use of mes-
saging via a JMS broker (Active MQ). This architecture provides processes separation
between metrics data collection, rules generation and control execution. Processes can be
deployed and run on many machines, observing system infrastructure as a whole. Com-
munication between components is asynchronous limiting time spent on waiting. The
collected metrics are stored in a knowledge base and are persisted in a RDBMS to allow
flexible querying (Oracle RDBMS).

Further description of the whole environment will replicate the data life–cycle; starting
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Figure 7.1: Deployment diagram: a logical overview of all software components used in
the complete data life-cycle for ASM control used in the research.

from the application monitoring and data acquisition, through data transformation, pro-
cessing and search, finishing on the controller and actuators used.

7.4.1 The Controlled Application and the SLA Engine

The main goal is to control an application, satisfying the technical and users’ objectives.
Thus the control of the application has to be done in the background of defined knowledge
about the system run–time and functional priorities. SLA definitions are used to set up
such information in a form that is easily interpretable by both administrators and users,
i.e. SLAs are defined as penalty functions in $ units. The system supports flexible SLA
definitions; any of the collected metrics as part of system state can be used in SLA
definitions.

The concrete SLAs values are computed and stored in the main metrics storage in timely
fashion. These synthetic metrics extend the knowledge base. Typically, standard time
aggregation is used, so the scalar values are stored per time bucket.

SLA definitions in the current implementation use elements of Structured Query Language
(SQL) phrases, as this method was found as a very flexible way of specifying the run–time
and the business situations. An example is provided below:

Listing 7.1: Example of penalty drive SLA.
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Table 7.1: Examples of SLA definitions defined using SQL phrases (part A)
Attribute Name SLA Definition Attribute Value

Code / Name ’SLA1: 1$ per every extra second over 2sec execution’
SLA Value Phrase ’case when (sum(metricvalue) - 1000) / 1000 ≤ 60

then (sum(metricvalue) - 1000) / 1000 else 60 end’
– summary of execution times but no more than 60$ penalty

Base Resource Filter ’%//HTTP/127.0.0.1%:8081//dddsample/public/trackio [null]’
Metric Value Filter ’metricvalue ≥ 2000’

– take into account actions longer than 2 secs only
Group Having Phrase ’1=1’ – not used in this SLA

Code / Name ’SLA3: 10$ for every started second of an image processing longer than 10ms’
SLA Value Phrase ’ceil(10 * (count(1) * sum(r.metricvalue) / 1000))’

– 10$ of every started second of processing, note: execution time in ms
Base Resource Filter ’ExampleFilter1//HTTP/1.1://127.0.0.1(127.0.0.1):8081//dddsample/images/%’

– interprets execution time of images processing on server side,
wrapped by a specific filter

Metric Value Filter ’1=1’ – there is no filter on metrics values applied
Group Having Phrase ’avg(r.metricvalue) ≥ 10’

– but only those time buckets which average metric value is longer than 10ms

Code / Name ’SLA10: 1$ per every terminated action’
SLA Value Phrase ’20 * count(1)’

20$ penalty for each of executed actions
Base Resource Filter ’org.allmon.client.controller.terminator.NeuralRulesJavaCallTerminatorController’
Metric Value Filter ’exceptionbody is not null

and sourcename like ”%.VoidLoadAdderImpl.generateIOLoad’
– checks metrics for which the filtered call was terminated
with exception and source call
was coming from additional load generator method

Group Having Phrase ’1=1’ – not used here

1 p_i_sla_resource_name =>
2 ’SLA3: 10\$ penalty for every second started of an image
3 processing longer by average than 10ms’
4 p_i_base_resource_like_filter_phrase =>
5 ’ExampleFilter1 //HTTP /1.1://127.0.0.1(127.0.0.1) :8081
6 // dddsample/images /%.png [null]’
7 p_i_select_sla_value_phrase =>
8 ’ceil (10 * (count (1) * sum(r.metricvalue) / 1000))’,
9 p_i_where_metric_phrase =>

10 ’exceptionbody is not null and sourcename like ’%.User.Name’’
11 p_i_having_phrase =>
12 ’avg(r.metricvalue) > 10’ -- post aggregate phrase

More examples of SLAs can be found in Table 7.1. The first three SLA definitions have
been used in the simulations explained later. The last two examples define business sce-
narios SLAs, showing a more practical use. The engine is very flexible, so administrators
can easily join all metric values collected in the metrics database. Also, service providers
would have an option of flexible pricing, which is often limited to flat rates or tariffs based
on exposed functionality usage thresholds.

7.4.2 Monitoring Environment

All data for the metrics are acquired from monitored parts of a system by remote agents.
The monitoring framework2 utilised passive and active monitoring as complementary
techniques of performance tracking in distributed systems. Active (Synthetic) monitoring

2Allmon (Sikora, 2012) is a Java monitoring tool, freely available on Apache License 2.0 (ASF, 2004)
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Table 7.2: Examples of SLA definitions defined using SQL phrases (part B)
Attribute Name SLA Definition Attribute Value

Code / Name ’SLA50: 0.01$ price per every public call shorter than 1 sec’
SLA Value Phrase ’-0.01 * count(1)’

– 0.01$ price an action executed
Base Resource Filter ’%//HTTP/%//application/public/%%/%.do%’

– interprets all metrics of instrumented public application code
Metric Value Filter ’metricvalue ≤ 1000’

– actions shorter than one sec only
Group Having Phrase ’1=1’ – not used

Code / Name ’SLA51: 50$ extra penalty per every public call longer than 3 secs
during peak hours only from 1500 to 1700 hours ’

SLA Value Phrase ’50 * count(1)’
– 50$ penalty for longer actions, executed from 3 to 6pm
(the business peak hours) in working days

Base Resource Filter ’%//HTTP/%//application/public/%’
– interprets all metrics of instrumented public application code

Metric Value Filter ’metricvalue ≥ 3000’
and to_char(timestamp, ’HH24’) in (’15’, ’16’, ’17’)
and to_char(timestamp, ’D’) ≤ 5’
– actions longer than 3 secs only

Group Having Phrase ’count(1) ≥ 100’
– SLA values are calculated only in times when there is more than 100
action calls executed per time bucket

(see Section 4.2.2) collects data in scheduled mode by scripts, which often simulate an
end–user activity.

An example of active monitoring setup of OS and JVM via JMX metrics collection is
provided below in Listing 7.2.

Listing 7.2: Example of active monitoring setup of OS and JVM (via JMX) metrics
collection by AOP configuration.

1 <?xml version="1.0" encoding="UTF -8"?>
2 <beans xmlns xmlns:ws xmlns:wss xmlns:allmon ...>
3 <bean id="agentContext"
4 class="org.allmon.client.agent.AgentContext"/>
5 <allmon:active >
6 <!-- get all metrics every 10 sec -->
7 <allmon:osAgent id="osCheckALL"
8 agentContextRef="agentContext"
9 cronExpression="*/10 * * * * ?"

10 metricType="ALL" />
11 <!-- get CPU utilization every 2 sec -->
12 <allmon:osAgent id="osCheckCPU"
13 agentContextRef="agentContext"
14 cronExpression="*/2 * * * * ?"
15 metricType="CPU" />
16 <!-- get remote jvm:jmx memory metrics -->
17 <allmon:jmxServerAgent id="jmxCheck"
18 agentContextRef="agentContext"
19 cronExpression="*/5 * * * * ?"
20 lvmNamesRegexp=".*"
21 hostName="localhost" port="9999"
22 mbeansAttributesNamesRegexp=
23 ".*java.lang:type=Memory .* HeapMemoryUsage/used"
24 mbeansObjectName = ""
25 mbeansAttributeName = "" />
26 </allmon:active >
27 </beans >
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Passive monitoring (see Section 4.2.1), enables supervision of actual, real clients and
applications’ interactions with a system. Metrics collected by this approach can be used
to determine the actual service–level quality delivered to end–users and to detect errors
or potential performance problems in the system. Passive monitoring agents are deployed
into the application with the use of run–time level instrumentation, often by AOP3, or
filters 4 added with use of application server configuration. Agents are woven in the run–
time allowing it to access compiled functionalities and exposing internal characteristics,
which makes it a very generic audit approach.

Listing 7.3 presents an example of allmon filter–based passive monitoring set on a Java
web container, where every servlet is instrumented.

Listing 7.3: Example of web-app XML with filter–based passive monitoring.

1 <?xml version="1.0" encoding="UTF -8"?>
2 <web -app version="2.5" xmlns="http://java.sun.com/xml/ns/javaee" ..>
3 ...
4 <!-- monitoring filter definition -->
5 <filter >
6 <filter -name>PerformanceMonitoringFilter </filter -name>
7 <filter -class>
8 org.allmon .. advices.HttpServletCallFilter
9 </filter -class>

10 <!-- filter parameters -->
11 <init -param >
12 <param -name>
13 org.allmon .. advices.HttpServletCallFilter.filterName
14 </param -name>
15 <param -value>ExampleFilter1 </param -value>
16 </init -param>
17 <init -param >
18 <param -name>
19 org.allmon .. HttpServletCallFilter.sessionUserAttrKey
20 </param -name>
21 <param -value>UserProfile </param -value>
22 </init -param>
23 <init -param >
24 <param -name>
25 org.allmon .. HttpServletCallFilter.captureRequest
26 </param -name>
27 <param -value>true</param -value>
28 </init -param>
29 </filter >
30 <!-- monitoring filter mapping to url assets on the server -->
31 <filter -mapping >
32 <filter -name>PerformanceMonitoringFilter </filter -name>
33 <url -pattern >*</url -pattern >
34 </filter -mapping >
35 ...
36 </web -app>

The application can be deployed on many hosts, so metrics have to include host name
and instance name of the software area that the metric comes from. Next to the metrics

3AOP introduces a few useful concepts improving separability of the monitoring and the controller
code from the system functionality. AOP bases on separation of cross-cutting concerns, applying advises,
point–cut, and aspects (Kiczales et al, 1997), (Laddad, 2009).

4http://httpd.apache.org/docs/trunk/filter.html in Java Servlet specification since version
2.3 (Coward and Yoshida, 2003)

http://httpd.apache.org/docs/trunk/filter.html
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value each object also contains a time stamp, a metric type, the resource name and the
source of the collection.

7.4.3 Selecting the Dimensions of the Features Space

A system can be configured to have thousands of observable dimensions – resources r
and actions a. In such vast feature space it is imperative to reduce the dimensionality, as
discussed in Chapters 5 and 6. This is crucial not only for the evaluation process quality,
but mainly due to limitations in sampling the system states after control (evaluations
are normally much less frequent than control actions), NNs capacity considerations and
generalisation performance.

Various methods for dimension reduction have been proposed so far, with applications
to wide range of disciplines (Fodor, 2002). In order to isolate from other general scope
methods discussed in earlier chapters, but to support the preprocessing for training phase
it was decided to use one of the simplest of feature selection methods (Guyon and Elisseeff,
2003), which essentially keeps subset of most relevant dimensions of the original space. At
this stage of the research, for such declared needs of the study, this approach of fighting
with the curse of dimensionality appears to be sufficient.

The dimensionality selection based on feature ranking with statistical correlation coef-
ficient (Saeys et al, 2008), using the Java–ML library5 (Abeel et al, 2009) was applied.
Ensemble Feature Ranking with Spearman was found as best working with the ASM data.
Only a few dimensions are selected for each single control run according to their fitness
in terms of impact on the SLAs values. The control actions are driven by the need to
minimise the SLAs values and induced rules are generated on the basis of an evaluation
process which considers only the selected dimensions. The evaluation process is described
in more details in Section 7.4.4.

Ideally the dimensionality reduction would be an early part of the evaluator process.
Nevertheless, the main fundamental problem with applying more extensive reduction,
and feature selection in particular, is related to the fact that dimensionality reduction
gives as a result an utterly new features space, and has an impact on the system control
responses search. When a given selection is chosen (as a small–set combination of all mon-
itored dimensions), the controller will use it for rules generation and effectively for control
execution on the application. Assuming that this selection may change in the Evaluator’s
following runs (in order to improve controller performance), this can potentially change
dramatically the controller characteristics. Hence, the used combinations would have to
be stored and taken into consideration in the next level of evaluation. This additional
processing would significantly complicate SLA values comparison, which is at the core of
rules induction, and effectively add the need to consider the combination used as a new

5Java-ML is a Java Machine Learning library, available on GPL http://java-ml.sourceforge.net/
content/feature-selection

http://java-ml.sourceforge.net/content/feature-selection
http://java-ml.sourceforge.net/content/feature-selection
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dimension in the comparison. Therefore only the feature selection before an actual control
phase is in use at this part of the study.

7.4.4 Evaluating Control States

The Evaluator is a software component that selects system states stored in the database
that provides a view of past states and control actions. The data selected is processed
and used to build training sets for NNs. The controller consists of a pair of NNs with
antagonistic rules definitions. Figure 7.2 shows the design of the neural controller decision
block. The first “bad” NN is trained to detect states where potentially wrong control would
be taken, the second “good” NN is trained to confirm states where good control actions
were evaluated.

The proposed rules generation algorithm selects system states where: (a) SLAs take
extreme values (maximum and minimum), (b) the total of SLAs when control was applied
was lower than without control (details are provided in the following subsection). Those
historical system states are merged and create training rule sets for the neural controller.
Only selected dimensions (those impacting SLA) are used to train the NNs; same feature
dimensions are used for “bad” and “good” networks – aggregated normalised metrics values
are passed to training sets. Trained pairs of NNs, as ready–to–use Java objects, are
serialised and sent over using topic style JMS published messages to the Controller process.

Because an SLA, as a synthetic metric, is not available in the controller process, the
Evaluator has to find matching metrics that are available for the controller and could be
used directly in defining the training sets. The analysis starts with time points where SLAs
values were the highest, as then the impact is most significant. A search is performed to
find which SLAs are impacted and their values could be potentially lowered in the after
applying termination control for similar situations.

In the experimental study the evaluation process has been tuned to read time buckets
of 15 second aggregates, which were found as most practical. Time–wise aggregation of
metrics filters out most of the chaotic short–time changes in the system. Moreover this
duration is a good lower limit of observable stable control system responses, and was
assumed as a standard/general aggregation. It is worth mentioning that this technique
significantly reduces the size of the data set ready for search; when the standard 15 sec
time–bucket aggregation is used, there are only 240 system state points in an hour6.

7.4.5 The Rules Generation Algorithm

As mentioned earlier the Evaluator searches historical systems states. The search is
conducted according to following steps:

6240 system state points in an hour generate 5.7K in a day, 40K in a week, 2.1M in a year
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1. Select extreme SLA states (min-max) from the database. Search high SLA for
“good” control states and low SLA for “bad” control states. Limit data samples
retrieved, leave only the strongest (more extreme) states for each of the lists– this
is further discussed in Section 7.4.6.

2. Select “good” and “bad” control/no-control states. In general, a “good” control
decision makes the situation better, i.e. it leads to lower SLA values for the set of
state parameters located in the neighbourhood of a particular hyper–cube in the
state space. Conversely, a “bad” control decision makes the situation worse, leading
to higher SLA values for similar state parameters. Limit data samples retrieved by
focusing only on the best/worst decision examples.

3. Merge selected states to create training sets. Add high value SLA states to “good”
control state patterns (to encourage taking similar control actions), and low value
SLA states to “bad” control states, so control decisions which were considered as
harmful are avoided. Add negated high SLA states to “bad” control state patterns
and negated low SLA states to “good” control states.

4. Eliminate conflicting states. Remove states with opposite meaning between “good”
and “bad” training sets. Resolve conflicts between system states vectors before fur-
ther training of NNs takes place. This step helps avoiding areas of state instability,
where past control decisions were not very stable or consequent to earlier control
decision– this is further discussed in Section 7.4.7.

Pseudo code for the proposed evaluation procedure and the rules induction algorithm,
which searches across the antagonistic system states to generate training data sets for
the NN controller, is presented below:

function EvaluationMain . Evaluation process
for all a ∈ ac do
RG,RB ← RulesGen(a); . Rule sets
nng ← Train(RG); . Train NN
nnb← Train(RB);

Broadcast(nn, a); . Send NN to actuators

function RulesGen(a)
Select from past system states “good” and “bad” control actions to define control rules.

. Search states of “low” and “high” SLA
L← EvalSLA(“low”);

H← EvalSLA(“high”);

. Search “good” and “bad” control states
Gc,Gnc ← EvalControl(“good”, a);

Bc,Bnc ← EvalControl(“bad”, a);

. Merge selected states to create training sets
RG ← H

⋃
Gc

⋃
Gnc

⋃
¬L; 7

7Merge sets of states of high SLA values and “good” control to promote taking control actions rules.
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RB ← L
⋃
Bc

⋃
Bnc

⋃
¬H; 8

. Remove not-consequent rules
ElimConf(RG,RB)

return RG,RB

function Train(R) . Train the control block NN
nn← TrainMLP (“sigmoid”, R)

return nn;

function Broadcast(nng, nnb, a)
o← Serialize(nng, nnb)

Send(o, a) 9

function EvalSLA(type, a)
SLAs are considered as penalty functions, so higher values can be associated with bad control actions.

if type = “high” then 10

for i = 1→ m do
H(i)← max(SLAa ∈ C \H)

return H

if type = “low” then 11

for i = 1→ m do
L(i)← min(SLAa ∈ C \ L)

return L

function EvalControl(type, a)
Evaluate good/bad control actions (for both no-control and control states).

. Select the best control 12

if type = “good” then
for i = 1→ c do

Gc(i)← S : min(
∑
SLAa

c (S)−
∑
SLAa(S))

Gnc(i)← S : min(
∑
SLAa

nc(S)−
∑
SLAa(S))

return Gc, Gnc
. Select the worst control 13

if type = “bad” then
for i = 1→ c do

Bc(i)← S : max(
∑
SLAa

c (S)−
∑
SLAa(S))

Bnc(i)← S : max(
∑
SLAa

nc(S)−
∑
SLAa(S))

return Bc, Bnc

function ElimConf(G,B)
Eliminate conflicting states - remove similar states.

for all SG ∈ G do
for all SB ∈ B do

8Merge sets of states of low SLA values and “bad” control to prevent harmful control decisions.
9Trained networks with approximated rules definitions are sent to controllers actuators, so they are

directly available in the controlled application runtime.
10Select high SLAs for “good” control states, where penalties for the control were still lower than SLAs

- in both cases where control was applied, and control was not applied at all.
11Select low SLAs for “bad” control states, where penalties for the control were higher than SLAs (too

strong control) - in both cases, where control was applied, and control was not applied at all (so keep it
like that, do not apply any control for such states).

12A “good” control decision is the one that makes the situation better, so select system states S where
total of SLAs is lower for similar state parameters.

13A “bad” control decision is the one that makes the situation worse, so select states where SLAs are
higher for similar state parameters.
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if SG ∼ SB then RemoveState 14

7.4.6 Extrema Search and Previous Control Actions

High SLA values based on actions execution time can be a result of saturation of the
utilised resources. Moreover, some of the SLAs values could be more expensive in real
terms than the violations of SLAs due to terminated actions. The precise situation de-
pends, of course, not only on the SLAs definitions but also on the enterprise system’s load
and the amount of potential violations. In most practical cases, however, the terminating
actuator can have an impact on SLAs that are based on an action execution time. The
termination actuator can release load and effectively lower the SLA values. This approach
promotes termination of actions running for a system state identified as related with the
highest SLA footprint, and condemns termination decisions when the control caused more
harm than benefit in terms of selected SLA levels.

Previous control actions are compared according to summary of SLAs in a given system
state S. As noted above only the best and the worst control actions are considered. The
size of the set c is tuneable and typically depends linearly on the number of dimensions
selected, and the total number of the system states in the repository.

It is worth mentioning here an interesting effect. There is possibility to change the SLA
definitions while the control system operates. Although there is no technical problem
to recalculate new SLA values, as past system states are available, it is not possible
to evaluate all reactions to control decisions, as such modification could fundamentally
change the dynamics of the control system. A similar problem was described earlier in
Section 7.4.3, where impacts of frequent dimensions selection and effective system space
search were noted.

7.4.7 Conflict Resolution Strategies

Strategies for conflict resolution were introduced in order to deal with a problem of induc-
ing potentially not consequent rules. Due to high–dimensionality and responses instabil-
ities on control action, good and bad rule sets RG,RB may contain conflicting directives
for similar system state S : SG ∼ SB.

Similarity criteria used here are based on Chebyshev distance in the normalised metrics
data space, so a hyper–cube shape neighbourhood is considered. Thus, two states are sim-
ilar SG ∼ SB when the following similarity condition holds: ∀(dG∈SG,dB∈SB)|dG − dB| < ξ.

In other words, the Chebyshev distance DCh(p, q) := maxi(|pi−qi|) between system states

14In the simplest form both system states are removed. There have been more variants of resolving
conflicts researched as well.
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is lower than the neighbourhood distance DCh(SG,SB) < ξ. The neighbourhood distance
ξ is tunable, but normally is set to 5% of a dimension range.

Initially, all similar system states from both “good" and “bad" rules vectors were removed
in order to avoid any conflicts– this strategy is named Variant A. This was found too
strict, in the sense that too many data points were removed when adopting this strategy.
Training sets for NNs appear often degenerated and poor–in–value during simulations
when too many contradicting rules are generated in the same states neighbourhood. In
the experiments, this scenario mainly occurred at the start of the controller operation, or
when the run–time situation changed drastically.

Therefore slightly more advanced algorithms for preventing rule conflicts are suggested.
In order to implement these strategies the system state vector has to be extended with
additional measures, calculated from data points within the system state neighbourhood,
such as the total of SLA values, the count of similar system states (cardinality), the
average of SLA values. That leads to the following set of strategies:

• Variant A – “clarity only” – is a very strict strategy that eliminates all system states
if they lay in the same neighbourhood.

• Variant B – “habits first” – this strategy adopts a simple approach checking the
cardinality of similar rules induced in the same system state neighbourhood. This
variant emphasises frequently occurring events, named “habits", and only eliminates
less frequent states, i.e. those of lower cardinality which possess less occurring
instances. Thus, overall fewer states are eliminated compared to Variant A.

• Variant C – “avoid traumas” – this strategy eliminates system states that lay in the
same neighbourhood keeping the ones that possess higher average of SLA penal-
ties. So the level of SLA violations influences conflict resolution as this strategy
emphasises high penalty events, named “trauma”, which may be rare but introduce
significant losses from SLA perspective.

A comparison of the controller behaviour using above strategies is included in the exper-
imental part of the work in Section 7.6.3.

7.4.8 Training Set Generation and Rules Induction Implementa-
tion

To approximate the discovered control rules by training NNs, a simple hierarchical ap-
proach has been used. Figure 7.2 provides an overview of the neural networks-based
controller, as discussed earlier. Each of the controlled actions (java class.method, servlet,
etc.) has its own dedicated pair of NNs instances which are trained to produce specific for
this action control decisions depending on system states conditions and past experiences.
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Bad-control NN Good-control NN

System state vector

C<0.25

Y

N

C>0.75

Y

N

Terminate

Figure 7.2: Neural decision block structure. Neural networks-based decision module con-
sisting of two NNs for each of the actions that should be controlled.

The NNs are trained with “bad" and “good" control action sets selected from the past.
The controller first considers decisions of the “bad" control network and if the current
state does not match any patterns learned by the NNs, then it begins checking the “good"
control actions.

NN are trained with normalised data, within min/max boundaries; system state values
which are exceeding the declared scope are not taken into account by the controller, so
no control decision is taken. Of course such a situation is monitored and when occurs it
extends the boundaries in the next evaluation iteration.

Neuroph15 library with Multi Layer Perceptron (MLP) implementation and sigmoid acti-
vation function was applied. Experimentally, it was found that for the proposed training
set structure, NNs with two hidden layers of 4 neurons trained using MomentumBackprop-
agation algorithm, worked well in most situations. Activation thresholds for termination
actions in the control decision module were 0.25 and 0.75 for “bad" and “good" control
actions respectively, as shown in Figure 7.2.

An example of rules induced, as NN training sets and actual control actions have been
presented in Figure 7.3. Two main aspects of the rules induction and NN training sets for
the control are highlighted: (a) target NN in the decision block – marked with shape, and
(b) termination action – marked with colour. Circles show actions of the “good" neural
network, while squares denote contributions of the “bad" part of the decision module.
Target neural networks are trained with termination and no–termination actions states.
Thus, light red shapes indicate supported termination control, whilst black promote no
control.

Figure 7.3 depicts also a comparison of total of SLA values (top) and cardinality (bottom)
of each of the system states identified in the rule set. Shapes size indicate the value of
SLAs or cardinality in a given system state. Crosses indicate real system states where

15Neuroph 2.4 is an open source Java neural network framework http://neuroph.sourceforge.net/.
It contains reference to another NN library, called Encog http://code.google.com/p/encog-java/.
Both of them are published under Apache 2.0 license ASF (2004).

http://neuroph.sourceforge.net/
http://code.google.com/p/encog-java/
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NN–based decision module was checked in order to decide on a particular control action
to be taken.

7.4.9 Controller and Actuator Agents

Actuator agents are weaved into an application (analogous to passive monitoring). The
controller receives serialised trained NN instances from the Evaluator process that are
stored in memory for easy and fast access by actuator APIs before each of the controlled
actions calls. To minimise the time spent on accessing the structure a Map, as a data
container, has been used.

One of the key conclusions drawn in preliminary simulations was that the fast access to
metrics (in order to retrieve the current system state) with minimal delays is essential for
the control system quality. The controller must take control actions based on the exact
state that the system is currently operating; otherwise the reactions are not adequate or
precise enough.

Access time to the metrics map is constant during normal conditions. By average an
actuator instance needs 0.5ms to gather all values of the system state vector. In order to
limit memory allocated it has been assumed that only the last 5 minutes of any of the
metrics are stored. Thus only the latest system activity metrics data are available for an
actuator. All other older metrics objects are flushed from the container by an independent
to the controller thread running.

The termination actuator allows the controller to stop executing an action before its core
functionality is called. The controller has access to all resources and actions metrics
acquired in the plant (this is up to the monitoring configuration). To check the current
state and perform the control operation only very limited resources are needed. The
controller, as a part of the model application run–time, uses a small associative table
(TreeMap), which stores all rules as pairs of trained neural networks.
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Figure 7.3: The figure shows training set of a single evaluation and later control actions
in the background of the observed system states.
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7.5 Experimental Results

This section discusses the testbed structure and the results of simulations runs providing
example of simple control scenarios.

7.5.1 Testbed Structure

The testbed contains the model application16, the load generator, and the monitoring and
controller components described in the previous section. Details of the implementation
are provided below.

Load generator: The implementation calls a Grinder17 load script (calling web appli-
cation) using an array with load distribution values and effectively transforms this into
run–time characteristics. During the simulation the same bimodal load pattern was used,
executed consecutively many times, in two subsequent phases with different load–levels:
the first phase had a load of 10 running threads while the second had a 20–threads load.
The aim of this testing to explore how the controller changes termination action charac-
teristics adapting to different system conditions.

Monitored resources and actions: During this exercise only Operating System re-
sources and system responses times were monitored. Therefore only OS and system actions
metrics were included in the system state vectors. Actions were monitored by http filter
agents (no direct java code instrumentation). The load generator calls only one jsp page
/public/trackio (+static assets pointed to it). The page has been extended with a block
with high IO intensive code (what is consequently causing significant CPU utilization).
In a situation where all resources are available, the code to execute takes from 100ms to
1100ms with uniform distribution, but this rises significantly when the resources used are
entering into a saturation state; this is illustrated in Figure 7.4.

Controlled actions: The model application action /public/trackio contains an object
where a termination control actuator was directly woven in. A termination exception is
thrown in situations when the actuator finds that the current system state corresponds
to a termination action determined by the approximated control actions function defined

16The dddsample application (Evans, 2012) was used as a model enterprise application with a few
modifications mainly concerning the load characteristics. It is a sample application which was developed
for demonstration of Domain-Driven Design concepts introduced by Evans (2004), and is freely available
under the MIT License http://www.opensource.org/licenses/MIT

17Grinder (Aston and Fitzgerald, 2005) is a general purpose Java load testing framework specialised
in using many load injector machines for flexible load tests (jython scripts) in distributed environ-
ments/systems – it is freely available under the BSD license, http://www.opensource.org/licenses/
bsd-license.php

http://www.opensource.org/licenses/MIT
http://www.opensource.org/licenses/bsd-license.php
http://www.opensource.org/licenses/bsd-license.php
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in the neural decision block (see Figure 7.2). This mechanism was explained earlier in
sections 7.4.8 and 7.4.9.

Evaluator: System states are generated for selected dimensions only. The evaluation
described above is executed based on three SLAs definitions set: (a) SLA3 – 10$ penalty
per every second of an image processing task, which takes longer than 10ms on average
in a given time bucket; (b) SLA1 – 1$ penalty per every extra second over 1sec execution
of ‘trackio’ action, but not more than 60$ penalty; (c) SLA10TERM – 20$ penalty per
every terminated action. Evaluations were executed every 5mins18. In the simulation, a
one–hour sliding window was used to access system states repository data. These SLAs
definitions were used in all simulations presented next in the chapter. The definitions used
are nontrivial in order to demonstrate the adaptive control behaviour in the background
of nonlinear system performance requirements (where nonlinear factors are present in
dependencies between the system execution and characteristics of services performance
perceived by clients).

7.6 Simulations and Results

This section describes the experiments and discusses results confirming the adaptive na-
ture of the controller using data from three scenarios. In these simulations the focused
was put on the runs of medium length, i.e. up to 4hours for a single simulation run.

7.6.1 Single load testing

This scenario investigates the controlled system dynamics using a single load test simu-
lation with two subsequent load levels.

System states were generated for the three main dimensions being evaluated (CPUUSER,
DISKQUEUE, and MEMORY). Figure 7.4 shows a comparison between SLAs values (circles),
action execution times and main resources (CPU utilisation and disk queue length) as a
function of time (in 5 minutes time buckets – aggregates). All metrics were recorded during
a 3-hour simulation run under two load levels. The main objective was to control the
system to optimise SLAs values; thus the controller tries to keep the TOTALSLA penalties
on minimal level, balancing with termination penalties (SLA10TERM) long running actions
(SLA1) and potentially massive static assets execution penalties in cases of high resources
consumption (SLA3).

18During the simulations the Evaluator needed from 20 to 90sec to process above described algorithm.
When the Evaluator was running CPU was significantly utilised, which was impacting the application
running under load and effectively was changing whole system characteristics. The system had to adapt
to such conditions.
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Figure 7.4: Termination action and total SLA values changes comparison during real–
ASM system control test run. Data collected during 3 hours simulation under two load
levels. Note that there is significant increase on the action execution time, after the higher
load is added to the system (at around 20 time bucket), but still SLAs are maintained on
reasonably stable level.
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The result not only provides a reasonable constant level of total SLAs but also maintains
low level of resources utilisation (the controller did not allow saturation of resources). Sim-
ulations showed that the neural controller approach can adapt and optimise the operation
of the system in certain conditions based on objective functions defined by SLAs.

The two load patterns used during the run are best visible on the top left chart on
Figure 7.4, when action execution time rises significantly after adding twice the load to the
system. At the beginning of the run no control was applied (SLA10TERM was low), because
the evaluator had not established any “good” and “bad” states for potential termination
control yet. Just after the 5th time bucket the controller decides on the first termination
actions (white circles), lowering DISKQUEUE, SLA1 and SLA3. It is worth noting the gradual
decrease of cumulative SLA value during the first phase. The trend was broken after 20th
bucket when more load was added to the system.

Surprisingly the first time buckets of the second phase show no termination action (no
white circles) – that was because the new conditions were so different that the controller
could not match the new system states with those represented in the trained NNs. A new
evaluation process was needed to train the NNs and propagate the decision blocks to the
application in order to give the guidance in the new situation. Just after the controller
begins terminating actions, this causes massive growth of total SLA (mainly penalties for
termination), still maintaining reasonable low resources consumption. Around the 30th
time bucket the controller (considering recent past states) changes the strict mode, so
significantly fewer terminations are applied. Consequently, more actions are called and
all resources are more utilised. At the end of the simulation the controller contains state
definitions, which allow the system to operate on a level of total 2000$ penalty per time
bucket, with quite high execution times but reasonable resources utilised.

7.6.2 Load testing with different SLA penalties

This scenario demonstrates the adaptive nature of the controller running in the back-
ground of different SLA definitions. In order to test adaptability for different SLAs, we
chose to change only a termination penalty and to keep the rest of SLA unmodified (SLA1
and SLA3 mentioned above) effectively shaping the system performance needs. Variant B
of conflicts resolution was used, so in conflicting areas states with lower cardinality are
removed.

To simplify the discussion and the presentation of the data collected, the Evaluator en-
gine was setup to manage only two resources dimensions through the actuator agents.
DISKQUEUE and CPU were selected as best meeting the SLA definitions dynamics. Thus,
the Evaluator process and the agents consider only those two resources values while ap-
plying the control.

Four load tests are executed per experiment. Each load test takes around 2 hours, and
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after each run a full system restart takes place. Firstly, three identical load test were
executed for different termination penalty SLAs. For each run the SLA TERM was
modified starting from 5, 10 to 20$ per termination. After that another load test was
run (no control – NT) – this time the Evaluator process was switched off, so the actuator
agents didn’t receive a trained NN control module with rules. Effectively no control can
be applied, so every action requested is executed.

During each of the load runs an Evaluator was triggered every 8 minutes, so there was
minimum of 14 rules inductions processes. During the first 7 evaluations, the system was
tested with 10 and later with 20–threads load. The system specification was same as
the one used in the first scenario, so the same saturation effect took place – execution
times of actions after saturating a crucial for the functionality performance are growing
significantly.

Figure 7.5 shows data of three snapshots of rule sets generated for evaluations number 6,
9 and 13. This is analogous to the chart presented in Section 7.4.4. Evaluation number
6 was the last one before the load was changed. Note that on the snapshot number 9 a
few more rules promoting termination appeared in the area of higher DISKQUEUE and CPU,
which are quite important from SLA value perspective (SLATOTAL – the top row), but still
not often recorded (low cardinality, bottom row). In the evaluation number 13 we can
see a much more mature behaviour, where rules are moved towards higher values of the
observed dimensions. So the controllers would act according to the changed situation in
the system.

Figure 7.6 presents a comparison of testbed dynamics during four load runs, “05”, “10”,
“20” and “NT”, from four different perspectives. The top two charts contain changes of
two main dimensions values in time of the simulations, using two minutes time buckets.
The bottom left chart presents the system states with both dimensions illustrating the
relationship between them. The bottom right shows density of DISKQUEUE per each run.
The curves are plotted against the dimension value using Locally Estimated Scatterplot
Smoothing (LOESS).

During 10–threads load the control system executes on a fairly stable level – both di-
mensions are stable for the control runs. The situation changes at around the 30th time
bucket when 20–threads load is put to the system. The utilisation raise for a few minutes,
but than the controller learns the new dimension values and adapts to the new conditions
lowering the utilisation, especially DISKQUEUE which is primarily used by the tested action
functionality.

It is worth mentioning that the controller setup with the “cheapest” SLA termination
penalty (run “05”) tends to use more termination actions, but the overall cost for the
controlled system should remain at a lower level than the SLA costs of running an over-
loaded system. Apparently, when the penalty function is low the evaluation process is
limited mainly to the size of the rule set, not to the termination penalties – this generates
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Figure 7.5: Training sets comparison generated by three different subsequent evaluation
processes. Data collected during a 2-hour simulation run under two load levels. Note
the adaptive behaviour between evaluations after changing the load level (just before
Evaluation #9). Shapes denote target NN in the decision block, and colours termination
action. Circles show actions of the “good” neural network, while squares the actions of
the “bad” part of the decision module. Light red shapes indicate supported termination
control, whilst black promote no control. Further details can be found in section 7.4.8.
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Figure 7.6: Comparison of the main dimensions and total SLA values in four test runs for
three different termination penalties SLAs and a case of load with no–control. All data
were collected during a 2-hour simulation run under the same load patterns with two
subsequent load levels. The plots show LOESS smoothed (Cleveland and Devlin, 1988;
Ripley, 2012) trends of adaptive change of selected resources utilisation (LOESS level of
confidence interval is set to 0.95 by default).

imprecise control actions.

The reader may also notice that the controller reacts to changes faster in the “10” and
“20” runs. During the load test with the non-controlled application (“NT”) the trends
are constantly growing from the point of resources saturation, which is shortly after the
20–threads load begins.

7.6.3 Load testing with different conflict resolution strategies

This testing scenario concerns a set of load runs that demonstrate the controller behaviour
using three different strategies of resolving conflicts. These are Variants A-C which were
explained earlier in Section 7.4.7. The load patterns, SLA definitions (penalty for ter-
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mination is 10$), and the rest of the testbed parameters remain the same as in previous
tests. Note that a slightly different dimensions set has been used – CPUUSER instead of
CPU.

Variant A in the tested scenarios produces higher values for the SLAs and the adaptation
response is slower than with other variants (promoting states that are considered as part
of “habits” or “trauma”). This is caused mainly by the fact that training sets are much
shorter, and simply not rich enough in terms of control information. As a result the
controller does not have many control actions approximated by the neural decision block,
then there is lower control activity and effectively there is less to learn from the system re-
sponses after a control application. Situations where too many contradicting rules appear
in the same neighbourhood of states are mainly occurring at the start of a simulation run
(i.e. a type of cold start problem), or when the run–time process characteristics change
drastically.



7.6. Simulations and Results 153

0

5

10

●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

● ●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●
●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

● ●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

● ●

●

●
●

●

● ●

●

●

●

●

●

0 10 20 30 40 50 60
TIME

D
IS

K
Q

U
E

U
E

RUN
●

●

●

A10
B10
C10

SLATOTAL
●

●

●

●

0
500
1000

1500

Disk Queue Length in Time

0.0

0.1

0.2

0.3

0.4

0.5

0.6

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●

●
●

●

●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

0 10 20 30 40 50 60
TIME

C
P

U
U

S
E

R

RUN
●

●

●

A10
B10
C10

SLATOTAL
●

●

●

●

0
500
1000

1500

CPUUSER utilization in Time

0

5

10

●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

● ●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

● ●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

● ●

●

●
●

●

● ●

●

●

●

●

●

0.0 0.1 0.2 0.3 0.4 0.5 0.6
CPUUSER

D
IS

K
Q

U
E

U
E

RUN
●

●

●

A10
B10
C10

SLATOTAL
●

●

●

●

0
500
1000

1500

Disk Queue Length in CPUUSER utilization

Figure 7.7: Comparison of test runs with different variants of conflicts resolution strategy.
Data collected during a 2-hour simulation run under two load levels. LOESS smoothed
trends of adaptive change of selected resources have been plotted against the data points.



154 Chapter 7. Adaptive Control

7.7 Summary and Contribution of the Chapter

This chapter discussed a model free approach to an ASM control system allowing flexible
generic SLA definition for scalable distributed environments. It exploited the use of a
knowledge base containing many gigabytes of system run–time metrics. Empirical results
showed that neural networks–based controllers equipped with a simple states evaluator
are able to adapt to changing run–time conditions based on SLA definitions.

Huge amounts of data cause challenges for search in the systems states knowledge base;
we will study more efficient mining methods for patterns search and dimensions selection
(identifying most influencing dimensions for highest SLAs). Multivariate metrics search
and analysis can be the basis for further prediction and classification research in the
field. Furthermore, the proposed evaluating algorithm search of a minimal total SLA as a
single aggregate objective function (without investigating landscapes of each of functions
in the given system space) is in fact the simplest of Multi Objective Optimisation (MOO)
techniques (Carlos et al, 2002). Therefore applying more sophisticated techniques of this
type could bring interesting practical outcomes.



Chapter 8

Advanced Methods for Adaptive
Control in ASM Environment

“Disce quasi semper victurus, vive quasi cras moriturus.”
“Learn as if you were to live forever, live as if you were to die tomorrow.”

— Isidore of Seville (560 — 636)

“Nothing in life is to be feared, it is only to be understood.
Now is the time to understand more, so that we may fear less.”

— Maria Curie–Skłodowska (1867 — 1934)

This chapter presents other adaptive control features that have been tested with the use
of a more advanced, modelled system, applying grey–models and reduced dimensionality
spaces. It is a continuation of previous chapter in a context of real–time systems, where
high penalties present introduce additional constraints for adaptive controller operations.
In accordance to the declared scope and focus of the thesis the action termination and
scheduling as non–acquisitive control methods are investigated.

8.1 Introduction

As discussed earlier in Chapter 2 both cloud computing providers and cloud services
internally used by enterprise data centres, still, allocate much more computational power,
machines and energy than it is required to provide the contracted level of service and
ensure customer satisfaction. This is a result of holding extra servers in reserve, ready to
be brought into operation in case of high demand, and is a consequence of the effect of high
switching on/off inertia of the reserve systems (Mao and Humphrey, 2012). Theoretically,
this strategy would appear as inefficient but in practice it is considered as an effective

155



156 Chapter 8. Advanced Methods for Adaptive Control in ASM Environment

approach to secure some strongly desired non-functional requirements, such as resiliency,
scalability and reliability (Zhang and Lin, 2010). The real–time requirements only cause
higher resources reserves impacting the financial and energy footprint of the solutions.

The cloud computing paradigm tackles this problem distributing computational power
more efficiently through the allocation and reuse of resources, hardware and services to
many clients. Cloud auto–scaling based on resources availability has been researched
thoroughly, including considerations about deadlines and budget constraints, both from
practical and theoretical perspectives (Mao et al, 2010; Dutreilh et al, 2010; Zhang et al,
2010; Gong et al, 2010).

In an attempt to provide solutions that would optimise energy usage and available equip-
ment utilisation under dynamic workload changes, and at the same time they would offer
the flexibility of a computation framework, industry has developed a range of cloud com-
puting approaches ranging from IaaS, SaaS, PaaS, to serverless and FaaS computing (Eivy
and Weinman, 2017; Van Eyk et al, 2018). Other relevant areas that have provided ad-
ditional benefits are advances in flexible containerisation, micro–services, and distributed
computing (García-Valls et al, 2014).

All these cloud computing and distributed computing developments aim at the efficiency
of power and infrastructure use, and ultimately seek to fully utilise the entire computa-
tional power available. However, the closer we are to that goal, the probability of facing
risks related to fulfilled capacity and overused infrastructure rises. This can lead to op-
erating scenarios that generate much harder problems for task scheduling, more difficult
control situations, much longer processing times, and in effect can have an impact on
SLA. Any violated SLAs may cause high fines to be paid as a result of contractual penal-
ties. Whatever has not been optimised in a SLA negotiation phase on a market level
(Sim, 2013) will have to be dealt with in later operation. ASM tackles control aspects
of the operating environment by attempting to balance cost and service levels objectives.
This chapter considers that these objectives can be reduced to monetisation, where all
resources, usage profiles (services calls and load profile) and SLAs can be aggregated down
to cost and revenue calculations under consideration in SLA definitions.

Real–time conditions for SLA aware control are even more difficult to be met. System
reactions must be instantaneous, too fast for the scaling paradigm, which cannot react
so promptly, and service providers are required instead to leave computational power in
standby reserve. Still SLA definitions in such conditions offer additional incentive in the
form of financial gain, which is a key direction for non–acquisitive control methods, like
action termination and scheduling.

Currently, the cloud computing industry does not offer effective hard real–time guarantees
as the emphasis is on resources provision, e.g. existing hypervisors provide no guarantee
on latency, and there is lack of SLAs that consider latency. However, these types of re-
quirements are going to be more and more present in the near future, as the demands
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of latency sensitive applications increase, e.g. cloud gaming, communication, streaming,
making simple cloud outsourced resources allocation, with calculated headroom, not ad-
equate (Liu et al, 2010; Duy et al, 2010; Zhu et al, 2014). This may be an interesting
trend in FaaS and serverless computing area in general, which still lack widely accepted
and integrated execution time driven penalties included in the SLA contracts.

Cloud computing enables flexible, dynamic outsourcing while improving cost efficiency.
These operational and economic benefits, however, are today not available to the promi-
nent class of safety–critical and mission–critical real–time applications due to the lack of
timeliness supports by current cloud infrastructures. Unlike traditional real–time schedul-
ing environments, providing real–time guarantees in cloud environments faces several novel
challenges due to the unpredictable system performance as a result of virtualisation, fail-
ures, heterogeneity, and multi-tenancy.

This part of the thesis extends the current cloud ready control framework with real–
time resource management techniques to enable real–time guarantees on the cloud. The
chapter (i) reviews a formal framework for modelling and performance evaluation of real–
time applications in cloud environments, (ii) develops approaches for scheduling batch
jobs of real–time cloud applications, (iii) designs techniques that are auxiliary measures
to address issues of scaled systems introduced by virtualisation and machine failures; and
(iv) evaluates these techniques in the context of practical real–time applications.

In this context, the chapter investigates how embedding neural–based admission control
into the application run–time, terminating actions before execution on a server but also
during their processing in the application, can help managing different types of real–world
load patterns and at the same time can meet requirements of profit/penalty oriented SLAs.
Moreover, the chapter tackles batch jobs control that can extend termination in more
predictive operating areas of control for planning longer execution procedures that are
orchestrated within the system and are not directly triggered by ad–hoc users, 3rd APIs,
or other clients requests. The planning is improved by dimensions relevance, SDCIC, and
signals decomposition, ASM-SD, methods introduced in Chapters 5 and 6 respectively.

The rest of the chapter is organised as follows. Section 8.2 reviews literature that relates
to this research. Section 8.3 introduces the formulation of the problem used in this
part of the thesis. Section 8.4 introduces the reader to aspects of the testbed design,
and describes architectural aspects and components. Section 8.5.1 presents the proposed
control framework and strategy. Section 8.6 presents test cases and experiments conducted
to validate the proposed adaptive control strategy. Section 8.7 highlights a few challenges
and limitations faced with application of termination control to enterprise and cloud
computing. Section 8.8 introduces a non–acquisitive control method of adaptive batch
job scheduling that augments and complements the capabilities of action termination.
Section 8.9 reviews the experiments conducted on the test bed to explore search methods
for batch jobs scheduling. Section 10.3.2 discusses evaluation extended by model–driven
prediction enhancements to the approaches discussed in the chapter. Section 8.11 ends
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the chapter by providing concluding remarks and insights about contribution but also
aspects that deserve further investigation.

8.2 Related Work

Scheduling mechanisms for tasks and requests, resource allocation, load–balancing, auto–
scaling and admission control on the cloud have been the topics of considerable research
attention in recent years. Most of the research done so far has tackled the control prob-
lem using a combination of components working in an inter–dependent manner, often
operating in a sequence where admission control is done first and then scheduling and
resource allocation are utilised. For example, such an approach can be found in the work
of Urgaonkar and Shenoy (2004) that aims to manage CPU and network bandwidth in
shared clusters. Also, Yu et al (2008) used admission control in the context of control of
virtual network embedding, while Sharifian et al (2008) applied admission control for a
cluster of web servers together with load balancing, and Almeida et al (2010) proposed
joint admission control and resource allocation for virtualised servers. Lastly, Ferrer et al
(2012) introduced a framework, called OPTIMIS, for cloud service provisioning where
admission control is a key component.

More recently, there has been a lot of interest in cost–aware control. For example,
Malawski et al (2015) proposed methods for cost– and deadline–constrained resources
provisioning in IaaS using a priority–based scheduling algorithm. Also, Yuan et al (2016)
built workload scheduling integrated with admission control for distributed cloud data
centres, whilst Bi et al (2017) test application–aware dynamic resource provisioning in
cloud data centres. Whilst Ranaldo and Zimeo (2016) applied more proactive measures
and propose capacity–driven utility model for SLA bilateral negotiation to optimise the
utility for cloud service providers, costs and penalties prices, Messina et al (2014, 2016)
discuss an agent based negotiation protocol for cloud SLA.

There have also been approaches that exploit learning algorithms working in supervised
or unsupervised model. For example, Muppala et al (2014) applied a model indepen-
dent reinforcement learning with cascade neural networks technique for load proportional
auto–configuration of virtual machines and session based admission control. Other re-
searchers have proposed to steer admission control with neural controller and support
vector machines (Mohana and Thangaraj, 2013), and use scheduling algorithms based
on meta–heuristic optimisation Hoang et al (2016). Database access with profit–oriented
control has been researched by Xiong et al (2011), while requests preemption in admission
control context was studied by (Salehi et al, 2012). Singh and Chana (2015) introduced
policy–based QoS–aware resource scheduling framework that can be applied to cloud
computing. A hierarchical framework of cloud resource allocation with power consider-
ation using deep reinforcement learning has been studied by Liu et al (2017). Alfakih
et al (2020) studied task offloading and resource allocation for mobile edge computing by
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SARSA deep reinforcement learning.

Another part of research has concentrated on requests termination or actions cancellation.
Although work in this area has been limited, Cherkasova and Phaal (2002) proposed an ad-
mission control mechanism based on server CPU utilisation using four different strategies,
and Leontiou et al (2010) used Kalman filtering and ARMAX models to predict changes
in incoming load in order to support stable adaptive admission control of distributed cloud
services. Zheng and Sakellariou (2013) built admission control with work–flow heuristic
to evaluate schedule plans that meet budget-deadline constrains, while He et al (2014)
employ network calculus to perform admission control on the cloud tackling large number
of parallel service requests.

Work in this area has been summarised in a number of survey papers, which cover general
cloud control aspects (Buyya et al, 2009b), present a network embedding perspective (Fis-
cher et al, 2013), focus on auto–scaling techniques for elastic applications (Lorido-Botran
et al, 2014), or review machine learning approaches for energy–efficient resource manage-
ment in cloud computing environments (Demirci, 2015). Although, as mentioned above,
there have been several control approaches and experimental platforms, which have been
deployed in both model–based and real–world systems with the use of synthetic and bench-
mark workloads, there is still no clear established standard to enable an easy performance
comparison.

Despite the massive progress in pre–call request termination as the main admission control
strategy, the author is not aware of any documented research that focuses on action
termination, tackling pre– and during– request execution inclusively. In this vein, it
is imperative to explore the potential of these control approaches in isolation without
utilising scalability and resource allocation methods, which could introduce obfuscation
to cumulative results.

In this context, the chapter contributes a framework that allows embedding the neural ad-
mission control into the application run–time. It builds on a previously introduced learn-
ing controller framework for adaptive control in ASM environments (Sikora and Magoulas,
2013b), see Chapter 7. This framework is extended; it is equipped with re–training capa-
bilities and it is incorporated into a model–based testbed, where the collection of results
is more efficient allowing the execution of long test runs involving real–systems experi-
mentation. The emphasis is placed on more complex, business–oriented scenarios, where
SLAs are defined as functions of not only call counts, as in our previous work, but also
execution time, and are converted directly into revenue, as per the defined monetisation
model of SaaS, PaaS or FaaS systems (see further discussion in Chapter 9).

The enhanced framework enables to terminate actions before execution on a server but
also during the processing of the requests in the application. It also supports build-
ing synthetic workload profiles that are able to reproduce behaviours of real–world load
patterns, where priority is set as part of profit/penalty–oriented SLAs with termination
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supporting real–time systems and harsh time–wise conditions. The new control approach
is validated through synthetic and real–world scenarios, built from several system and
workload profiles, which have been used by other researchers in the literature. The pro-
posed action termination solution is further evaluated using four different control types,
aiming at assessing both performance and cost–effectiveness.

It is an often expressed opinion that cloud computing, in any form IaaS, PaaS, FaaS or
SaaS, offers huge advantage to batch processing in a form of high scalability for close
to linear “cost associativity”. Thus in effect one could assume that a job that take a
thousand hours can be distributed to a thousand of machines and run in 1 hour window
of parallel processing (Fox et al, 2009; Armbrust et al, 2010; Avram, 2014). In fact,
the cloud model offers the great advantage of elastic computing by allowing clients to
reduce the amount of computing power that would be poorly utilised on–premises. Of
course all that is true but in an optimistic scenario, which is a class of edge cases, but
it does not really represent many other scenarios where the long intensive computation
cannot be parallelised. Furthermore, in certain scenarios even in cloud computing and
under conditions of significant trust in effective parallelisation, there are challenges on
scaled computation due to limits of (a) software specifics, (b) services, and (c) resources
allocation as highlighted earlier in Chapter 2. For example, processing data dependencies
can be computationally heavy and may be a huge challenge to be processed in parallel.
Also, the use of relatively old software and classical database systems, which do not always
scale up well, are considered a substantial force slowing down efforts of parallelisation.

The limitations of scaling together with costs optimisation considerations give a strong in-
centive to develop non–acquisitive control methods like adaptive termination and schedul-
ing.

The next section introduces the main concepts behind the approach and presents a theo-
retical formulation of the problem.

8.3 SLA–Driven Computing Services Management for
Financial Performance Gain

In the problem formulation, introduced in Chapter 3, the financial performance is tightly
associated with the ability to offer the best available service under a contractual SLA.
Financial performance P is defined as a composition of revenue R and costs C, defined as
an SLA, fSLA; let’s recall here Equation 3.1, P =

∑
(R − C) ∼ fSLA; R,C ∈ R+ ∪ {0}.

Hence, the core objective is to optimise the service of the system, i.e. maximise the
effectiveness in the background of load, resources usage, and performance characteristics
of the service by reducing the costs defined in the SLA. All those aspects are time–variant;
thus, adaptivity is a key requirement in such a control system. The controller should be
capable of readjusting the characteristics of actions execution time at run–time using only
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termination actions and without changing other functionalities.

The scope of possible actions as undertaking revenue and costs related decisions is in
line with what the parties have agreed to do when the conditions are met. This al-
lows to transform the SLA, defined as a set of service–level objectives represented as
if...then structures, into a function of actions execution time and incorporate it into a
more complex function, where costs and revenues of the same argument are considered
(see Equation 3.1 and Equation 3.8 in Chapter 3).

8.3.1 Defining the Control System Targets

Suppose an enterprise system receives incoming requests to process action a in order
to generate a particular service outcome. This is achieved by employing resources r(t),
according to an effectiveness criterion defined in an SLA function fSLA. Hence, the general
performance of the system can be considered as a dynamic process of all activities a and
resources r, and is produced under some conditions, as a result of running the system code
and providing functionality on a given hardware–software–architecture configuration.

In order to maximise the productivity of the system, P (Eq. 3.8), the controller eval-
uates system states, S, attempting to reconcile service workload economics, defined by
incoming activity, fR(ae), with utilised resources, fC(r), on one hand, and other limiting
costs of SLA violations, fC(aet), and actions terminations, fC(aterm), on the other hand.
Consequently, the control process aims to generate a sequence of system states that would
lead to max fSLA(t) ∈ S. Thus, a key performance metric of the control system is the
sum of SLA values, in time, for all action types, which can be considered as a cumulative
indicator of productivity of the service provider that shapes the landscape of profitability
from service provisioning perspective:

minTSLA(t) = min
∑
i

fSLAi
(t) , (8.1)

where fSLAi
(t) is a sequence of collected values in time t (i.e. a time–series) that incor-

porates costs and revenue for an action type SLA, fSLAa .

8.4 Testbed Design

At this stage of the research, the model–driven experimentation is used as the main
approach to analyse the framework and its components, and evaluate its performance.
This is to gain more flexibility of mass testing and in order to speed up the experiments
of various control scenarios and combinations of actions control. The testbed constructed
as part of the research allows profitability analysis of SaaS, FaaS or PaaS for software
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and enterprise cloud providers, respectively, interpreting flexible SLAs measures, actions
count and SLA functions evaluations in the background of complex system dynamics,
which are represented by actions, a, performance, and resources, r, consumption.
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Figure 8.1: Testbed design contains model components, experiment preparation frame-
work, evaluator with direct connection to controller, and data collection for visualisation
and debugging.

Experiments for various scenarios are conducted using the testbed. The scenarios target
functional and serverless computing, where an action (or a function) is an atomic portion
of requested computing service that a cloud service provider manages. The cost/revenue
model incorporates costs incurred for starting, or stopping, virtual machines with workers
to serve requests and execute an action by measuring resources required to satisfy the
call. The testbed framework contains an Experiments Runner that is responsible for
presentation but also collection of data gathered in earlier experiments; the testbed design
is illustrated in Figure 8.1. More details about the various independent components1 and
their function are provided in Sections 8.5.2, 8.5.3 and 8.5.4.

8.4.1 Discrete Event Simulation and Software Framework

In order to model computer systems a discrete–event simulation approach has been ap-
plied that is built upon the Java library DESMO-J2 (Page et al, 2005; Göbel et al, 2013;
Lechler et al, 2014). The library has been extended with a framework wrapping the APIs,
and implementing specific features of such computing systems, replicating queuing models
for server, process, disk controller, action requests, and action types. As mentioned in

1The proposed framework allows experimentation and testing of the model, which is equipped with
a neural controller directly applied to SaaS Cloud Service provisioning, in the light of revenue and cost
of service usage.

2DESMO-J which is freely available on Apache Licence version 2.0 (ASF, 2004)
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Figure 8.2: Architecture of the ASM control system applied to a computer system model.
Two different control blocks are deployed– one is responsible for pre–call and the other
for during–call termination.

Chapter 6 Sikora and Magoulas (2021) have found that lower–level discrete event mod-
elling of the machines and scheduling approaches with DESMO-J gives better control and
extensibility than other comprehensive cloud modelling frameworks like CloudSim3 (Cal-
heiros et al, 2011). Moreover, the focus of this research is more on application dynamics,
and therefore, there is a stronger requirement for detailed definition of action types that
reflect execution of the application functionalities, convoluted load profiles, and SLA def-
initions. All that has to give stable and rigorous ground for adaptive control weaved into
the model. Thus, DESMO-J as a Discrete–Event Simulation (DES) library, which offers
a high level of flexibility and insight into the low–level operations, appears more suitable
for this task.

The testbed framework contains a model of an application that is a set of action types
defined to express the resources usage that are going to be replicated accordingly in the
discrete event simulation run–time. As explained earlier in Section 4.7 the control system
actuators are artefacts that will need to reside in the application run–time. Since the
simulation framework classes execute on the same Java platform the actuators objects
can be directly weaved–into the model of the application.

The framework uses the Not–weighted Round Robin Scheduling (Stallings, 2014). Each

3CloudSim is able to simulate an entire cloud computational centre as well as federation of centres,
offering a complete cloud model with provision of hosts, network topology, virtual–machines, and resources
utilisation of CPU, memory, disks and bandwidth.
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process is given a fixed time to execute, called a quantum. Once a process is executed
for a specified time period, it is preempted and another process executes for a given time
period (Jensen et al, 1985). Each action request is transformed into a process that is
decomposed into smaller chunks, which are served by resource controllers, according to
the distribution set of the action type definition. Context switching is used to save states
of preempted processes 4.

In this part of the research, two types of resources have been considered into the model:
processors and disk controllers, see Figure 8.2. This reflects the real systems context
and allows to get insight into the execution of complex action workloads. In such en-
vironments, other resources, such as network, multiple servers or memory, as well as
software components, such as message queues or databases, may be interesting for imple-
menting more sophisticated models of modern enterprise distributed systems but are not
considered as essential for investigating termination control in server–based or Serverless
computing environments, which is the focus of this chapter. This issue is discussed further
in Section 8.5.7.

8.4.2 Load Generator and SLA Contracts

The load for each of the action types can be generated according to a statistical profile
considering: (a) the probability distribution of arrival requests; (b) the load pattern evo-
lution in time for the particular experiment with repetition (allowing to loop a pattern
so that it repeats itself); (c) the execution time in relation to resources usage distribu-
tion. Load profiles will be explored further below, whilst some examples are provided in
Section 8.6.1.

An important consideration under load conditions is maintaining the stability of the
service, as this has implications on the performance of the systems and significant impact
on usability. Thus, in practice, providers secure additional computational resources than
effectively needed in order to ensure stability. Naturally, this strategy affects the costs of
the provided service. Therefore, we expect that the use of reward/penalty–driven SLAs
will become more widely adopted. Such SLA contracts specify precisely up to what level
of execution time, the provided service is acceptable to the client, and, at the same time,
profitable to the service provider. Of course execution time is a function of the required
resources and of the algorithm that is being executed.

The easiest way to reduce resources consumption is to optimise the application code
adapting it to the specific conditions, or to the requirements of the platform on which
it is running. However, since the application, software, or routine, is complex, or may

4This is a fairly simple yet efficient scheduling algorithm. Round Robin compared to other standard
approaches, like Shortest Job Next, Priority Based Scheduling, Shortest Remaining Time, or Multiple-
Level Queues Scheduling, performs particularly well in conditions of overloaded systems, when jobs
characteristics are unknown (Arpaci-Dusseau and Arpaci-Dusseau, 2015)– an area of special consideration
for this research.
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have been deployed by the customer (as per SaaS, FaaS on service provider system),
this may not be possible. The introduction of SLA contracts gives to clients a clearer
understanding as to what the highest–acceptable level of execution time is, and to service
providers guidance on what resources have to be allocated in a given point in time.

8.5 Actions Termination Control for Real–time SLAs

In certain situations, mainly when there is excessive utilisation of saturated resources, it
is economically viable to terminate incoming calls5 so that the bottleneck resource can be
released. This will allow other actions to execute which can potentially bring more profit.
This is a type of control that will be investigated further in this part of the experimental
study. In this context, there are several challenges involved, such as the number of action
types and the different economic contracts defined in their SLAs, the impact of unknown
run–time characteristics, and the nature of interference caused by others action types
accessing the same shared resources.

Real–time processing requirements are translated into SLA of soft– or hard– constraints
depending on the definition per action type. Where the penalty price for too long exe-
cuting actions is much higher for hard real–time than soft.

One can argue that real–time systems should not come with a price for violation. Of
course this is a subject to a “real–time constraint”. In this part of the research, focusing on
the cloud–driven (especially serverless computing oriented FaaS) and distributed systems
where network latency problem introduce substantial instability that needs to be factored
in, the execution time is measured from an event of receiving an action to the system
response.

In practice, real–time processing fails if execution is not completed within a specified time
frame, or by a specified deadline, and this depends on the action type. Deadlines must al-
ways be met, regardless of system load or functionality. Attempting to optimise resources
allocation in a system experiencing higher load is a typical control scenario (Buyya et al,
2011; Al-Dahoud et al, 2016; Hwang et al, 2016; Tran et al, 2017).

Optimising resources consumption in this environment requires balancing the goals of
service providers and clients, e.g. the service provider may want to allocate many different
types of activities, or even many tenants on the same resources, whilst the client may not
be able to deliver a solid implementation. Although all functionalities following this regime
must finish on time, some may end before the deadline producing a named error, which,
then, should be interpreted by the client. This is softening the definition of real–time but
it may resolve the problem of optimising resources consumption, and offer more flexibility
to both parties. This is a desirable feature and it can be implemented in the framework

5Similar to calls termination is a concept of throttling, or the introduction of time-outs, that would
cancel the execution of a request to prevent overloading.
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at the API level, especially in serverless ecosystems where audit and control are possible.

Since typically real–time services must guarantee response within specified time limits, the
service provider can avoid contract violations by terminating the execution before a hard
deadline, just before processing the requested function but also during execution. This
scenario is the main focus of this chapter, where the assumption is that already allocated
resources are not scaling up or down due to control decisions but can be released by
terminating incoming actions requests. This is a technique widely used in practice by
human administrators. Nevertheless, it has not attracted considerable attention in cloud
computing, cloud–based enterprise systems or operating systems implementations yet.
Sill, it is foreseen the method will be introduced to FaaS and SaaS soon, see Chapter 9.

Although both resources allocation and actions termination scenarios can be used in con-
junction, this chapter concentrates first on the termination control. Following a scaling–up
strategy, e.g. adding extra resources, requires higher investment and introduces inertia,
which may limit flexibility to deal with high instantaneous (spike) usage, and ultimately
increase SLA costs. In contrast, termination control applied either before or during ex-
ecution offers an attractive alternative, as it will be demonstrated in our experiments
presented below.

8.5.1 Action Termination Control Framework

The control framework implementation sets the base for an autonomous agent that mon-
itors the complex enterprise environment through sensors and acts upon the current run–
time situation using actuators. Through appropriate control actions, it directs the system
activity towards goal states that fulfil SLA requirements. Figure 8.3 shows the agent-
based control blocks, which are able to control processes on application level, deployed
into a cloud environment.

The adoption of an agent–based implementation allows the controller to collect instances
of earlier control decisions and use a learning mechanism in order to refine the acquired
knowledge and achieve the desired goals. Integrated into the framework are a component,
named Evaluator, containing history of system states S, and a Control Block API, sup-
porting actuator features, to adapt the current run–time dynamics in a way that makes
the service more profitable for the service provider.

Similarly to the design of an action actuator used in (Sikora and Magoulas, 2013b) and
explained in Chapter 7. The control block incorporates neural agents that are able to work
independently and execute concurrently, utilising a model built based on data generated
by the system under control.

This type of control introduces benefits especially in soft real–time systems, where the
expectation is that the system responds within a given period of time, and this is explicitly
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Figure 8.3: Deployment architecture of control blocks into application running on a cloud–
based system.

defined as a service–level objective in the SLA definition. Examples of such functions,
which better illustrate the concept, are provided in Section 8.6.3 below.

Special consideration is needed for termination errors, which may have appeared suddenly
due to a termination actuation, so as to avoid instabilities to the rest of the client’s
integrated systems. The control framework enables termination errors to be handled on
the client side at a price of maintaining a tighter conversation – more frequent responses
on requests – with the client systems, and in this way supports higher availability across
a variety of applications. This strategy may be very effective especially in micro–services
architectures, where many weakly–coupled components are present. In such systems,
instabilities caused by network issues, or over–utilised services, must be considered by
design in the handling framework. Thus, the cost of extending error management with
termination mechanisms is fairly low. Furthermore, such an approach enforces integration
of time–constraints, since an error message caused by a termination event is in essence part
of the contract that must be followed between interconnected services. This is consistent
with event–driven distributed services deployed on serverless computing (Baldini et al,
2017) workers, or micro–services (Dmitry and Manfred, 2014), that are getting more and
more attention amongst programmers (García-Valls et al, 2014).

Termination control, whether before or during execution, provides better potential for
serverless computing to support real–time systems constraints. For example, it can pro-
vide an additional level of flexibility in the case of soft real–time systems, as mentioned
above, where the code is deployed to PaaS services, or in situations where processes have
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types of actions with long execution, e.g. asynchronous messaging, batch systems, etc,
that are of lower importance. This is further discussed below in Section 8.6.5.

8.5.2 Evaluation Control Decisions and Rules Induction
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Figure 8.4: Architecture of the neural networks–based decision block. It combines two
multi–layer perceptron networks and is weaved into the system code, identifying run–time
situations in system’s states and executing appropriate control actions.

A key component of the control framework is the so–called Evaluator. Its role is to inter-
pret run–time situations, stored in the Systems States Repository and collected through
monitored activity, at the input, read gathered data about resources consumption, and
generate appropriate output states in order to create an appropriate trajectory in the
system states space, S. This type of outputs form an actuating signal that can be used
in order to execute or terminate a service.

Following the fail first, learn, adapt, and succeed feedback–loop approach6, which is an
essence of agent–environment type of interaction with delayed reward, like in RL (Sutton,
1992; Sutton and Barto, 1998), analogically as explained in Chapter 7, the extended
Evaluator selects systems states that formulate the training set of the Decision Block. This
process selects states in operating regions where minimum and maximum SLA function
boundaries are evaluated and generates the training set. Then a control action is executed
and its impact is evaluated once more before the next training round. The process is
iterative, so that the latest control actions can be evaluated together with results of
previous actuation events. Figure 8.4 illustrates the software components that support the
data flow and the control feedback–loop, whilst Figure 8.6, described in the next section,
provides an example of actions sequence, illustrating iterative evaluation of actions with
subsequent control phases for one of our experiments.

6Similar approach to fail first, learn, adapt, and succeed is also used in Test–Driven Development.
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Table 8.1: Rule-based Strategies
Rule Description
Rule
1

Search for “low” –enough and “high” –enough SLA states based on total of all SLAs, TSLA,
see Equation 8.1, and label control states that are below a predefined threshold of low–mark–
percentage or above a high–mark–percentage (by default 5% and 95%), as “positive” or “nega-
tive”, respectively. This is similar to the strategy used in (Sikora and Magoulas, 2013b), which
presented a different control framework that is used as a baseline.

Rule
2

Evaluate “positive” and “negative” outcome of previous control actions based on a comparison
with gathered actuation decisions. Select all system states where executed termination actions
had led to an SLA decrease, as measured within a given time window. In all these cases, the
system’s reaction on the actuation had a positive outcome so all those states are labelled
as “positive”. These marked systems states are passed for training the decision block of the
controller, unless there is a similar system state that generated the opposite effect on the SLA
values. This is an important element of decision making for conflict resolution, which is an
internal part of the evaluation process. In the opposite situation, when termination control
brought an increase of SLA value, and this is confirmed in other observed system states under
control, these states are labelled as “negative” because the effect is counter–productive and
the controller should avoid actuation in those system states.

Rule
3

Introduce stronger exploration strategy with epsilon–greedy policy (Sutton and Barto, 1998;
Scheffler and Young, 2002) randomly selecting states, where the control actions will be applied
and evaluated in the next evaluation round. System states selection is arbitrary, i.e. regardless
of SLA values or reactions to control actions. By default 10% of all the collected system state
points, amongst those not already selected, are added to both “positive” and “negative” sets.

Rule
4

This rule considers specifics of actions types scenarios, allowing to run independent evaluations
and generate training sets per action type. Such an approach creates a multi–agent system
(Busoniu et al, 2008), where control blocks operate independently. Each evaluation cycle is
guided by reward of SLA values linked to particular action types rather than the overall total
of all SLAs– this will be discussed in detail in Section 8.5.5.

Previous control states are evaluated according to a rule–based strategy, as listed in
Table 8.1. These rules can be seen as different strategies for selecting suitable data
to train the Neural Networks–based Decision Block. The rules can form groups that
define different control schemes or policies, which helps dealing with the exploration–
exploitation trade–off. Hence, in our implementation the Evaluator can derive training
sets effectively supporting four control schemes– these include rules combinations as shown
in Table 8.2. Further decision making or states conflict resolution strategy is not included
in the evaluation phase but is covered by the neural controller and the training process.

Both “positive” and “negative” operating conditions are important and should be “learned"
by the controller. Considering “positive” control states are the main area of concern of the
Evaluator. “Negative” control states operate as an additional protective measure, making
sure that no control, or termination control objectives, are applied to states that were
selected by mistake, producing negative outcomes. This could happen for example in a
very rapidly changing environment, where observed “disturbances” may have an impact
on the stability of the control. Consequently, sets of “positive” and “negative” states create
operating regions in the Neural Networks-based Decision Block of the control system, as
explained in Section 8.5.3.

Figure 8.4 depicts a clear distinction of the processes: the evaluation (at the top), which
represents more strategic objectives, and the tactical decision making components (at the
bottom) which are part of effective actuators called Decision Blocks, explained in further



170 Chapter 8. Advanced Methods for Adaptive Control in ASM Environment

Table 8.2: Control Schemes
Type Termination

On/Off
Rule Description

0 Off No
Rule

No automatic control is applied. This type is used in simulations as a
baseline for comparison purposes.

1 On Rule 1 Search states of “low” and “high” SLA value within a given band, e.g.
5%, and allocate states for “negative” and “positive” control regions to
be used for training the neural networks-based control block.

2 On Rule
1+2

Select “low” and “high” SLA states. Evaluate marked “positive” and
“negative” control states based on comparison with earlier control ac-
tions, so that recent control decisions are validated.

3 On Rule
1+2+3

Select states of SLA extrema, evaluate earlier control decisions, and
add random control points. Introduce “curiosity” effect by randomly
selecting states with uniform distribution where control actions will be
enforced in the next runs.

4 On Rule
1+2+4

Select states of SLA extrema and evaluate earlier control independently
per action type, considering dedicated SLA values, and execute termi-
nation targeted per each action type separately.

sections.

8.5.3 Neural Controller

The controller is a software component deployed into the system. It contains a decision
block that is responsible for holding the generalised knowledge about earlier system states
and a model of control actions/actuating signals. It is equipped with actuating logic that
terminates the execution when the current system state maps to particular operating re-
gions in the model and enforces the effective control over the incoming system requests.
It is applied to the system code API (pointed to selected methods, batches, user inter-
faces, etc.), either weaved in with the use of AOP, or coded explicitly as per the control
framework exposed to the application run–time. The controller decision block is equipped
with two NNs, MLP trained with backpropagation with momentum, one working as an
“expert" on “positive” and one operating on “negative” control states, as evaluated during
earlier system runs.

The controller processes the current vector of the system state S and makes decisions
about termination. For each received request, the system state is evaluated by the “neg-
ative” control neural network first, in order to confirm that the potential control action
is not going to harm system’s behaviour. Then, if found promising, the second step is to
validate this state against the mapping learned by the “positive” control neural network
to make sure that it lies within control regions that introduce positive response increasing
the SLA. Figure 8.2 illustrates the deployment of the controller on the system infrastruc-
ture. Figure 8.4 presents in more detail the architecture of the neural-networks based
controller.

Every iteration of evaluation creates a new updated model instance, exploiting information
from recently executed controller termination actions through retraining. This approach
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allows to apply more precise control in the next cycle, and to adapt the controller decisions
to changing run–time or load characteristics of the system; this is further discussed in
Section 8.6.

8.5.4 Action Termination Actuator

Popular approaches to implement action termination are: (a) the use of AOP– in the
simplest case when the neural controller considering the current system state takes a
decision to terminate a run–time process, an exception is thrown from the object that has
been woven–in the code under the instrumentation. This may be a very good solution for
all internal APIs, User Interface facades, and batch job actions; (b) the use of framework
API integration by adding APIs in a serverless architecture (Kiran et al, 2015), and
event–driven function–oriented service provision (Baldini et al, 2017).

Although in practice the controller and the termination actuator would use some part
of CPU, for simplicity, the testbed model does not consider this part in the resources
utilisation. The typical execution time for decision–making by the neural controller is
7−9ms, and then less than 1ms is needed for action termination (actuating the decision).
Figure 8.2 illustrates the deployment and the queuing considerations of the modelled, or
real, resources.

8.5.5 Concurrent Multi Actions Control

In the previous discussion, the main measure driving the focus of the controller on “pos-
itive” or “negative” operating regions in the system’s state space was the total of SLA
values, TSLA. That cumulative measure allows to simplify the formulation of the problem
by considering it in terms of the cost and financial performance of the service provision,
without the need to implement more complex MOO techniques (Zhu et al, 2016).

Intuitively, controlling each action type independently may produce better results, mainly
because different actions can have far different load, performance, resources usage and
most importantly SLA characteristics. Furthermore, the evaluation of earlier control
actions, per action type, allows to consider specific SLA values and execute targeted
termination for each action type separately. For instance, action type A can execute
longer using a significant portion of resources, whilst action type B is rather shorter,
called occasionally, but contracted with high SLA penalties for longer execution times.
In this scenario it is desirable to terminate action A at times when there is a higher
demand for many type B actions. Of course certain functionalities are not consuming
much processor time nor disk but they may still have long action execution time due to
their code structure. In such cases, although running multiple actions on the environment
may not have direct impact on key resources consumption, some of these actions may still
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influence the execution of other actions. The best way to establish the effective run–
time characteristics and interdependencies of the various action types is to allow them
to execute, collect data representing the situation under a given load, and try to apply
control so as to assess whether the anticipated operational changes are providing the
expected benefits.

0 500 1000 1500 2000 2500 3000

−
10

−
5

0
5 Fairly good profit from one of the actions

Most of the actions give loss,
impacting the total SLA

Figure 8.5: Sequence of SLA values for many action types working under different load
depicted using a range of red and brown shades. Total SLA, line in black, is the main
cumulative measure driving the control schemes described in Table 8.2, apart from type
4.

Figure 8.5 illustrates an example of load activity related to functionalities of five different
actions, shown using a range of red and brown shades. It includes a case where the
SLA of one of the actions and the total SLA value move to opposite directions. This is
representative of situations where part of the system may be perfectly productive, and,
thus, no termination control is required, although the SLAs values for most of the other
actions drive the controller to take termination actions. A control scheme that has been
trained using a Type–4 policy (cf. Table 8.2) would focus on the termination of the actions
that cause negative SLA values, leaving the most productive action (in red) running.

It is important to note that the Evaluator must review the low and high SLA values
independently for each of the actions, see time–series in the bottom row of Figure 8.6.
The direct measure of the total of all SLAs, TSLA, is used for simpler control but still
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the importance of influence, or strength, of termination control per type of action needs
to be proportionate to the total SLA measured in a given system state. This allows to
weaken termination control on types of actions that do not substantially impact the total
SLA7, and vice versa, i.e. apply termination control to actions whose SLA values are
matching the total SLA profile 8. To resolve a potential conflict between the total of
all SLAs, TSLA, and the SLA of a particular action, the algorithm considers states with
“low” and “high” SLA values for all selected types of actions scoring them based on total
SLA. Subsequently, a search is applied across all action types using a specified threshold–
by default this is 30% of the worst action points. As a result, control is more likely to
be formulated for an action type, whose SLA values are the lowest in the system’s state
subspace that has been defined by the selected “low” states.

There are two potential implementations for the controller’s decision block: (a) training
a single neural network that can be used for all action types but when in operation, the
network decodes a control decision depending on the given execution, or (b) training
separate, dedicated neural networks to form the decision block, see Figure 8.4.

In this chapter, the second approach is used; hence, independent NNs are trained based
on the same training data source. Such an approach offers more flexibility compared to
implementation (a) mentioned above; for example, it allows to create an array of neural
networks dedicated to different action types, if necessary. In addition, the research shows
that this controller design approach usually produces better control system performance,
although there are associated costs for designing different neural networks-based deci-
sion blocks, running the training procedure and an independent evaluation process. The
performance of such a control approach is promising especially in cases when there is a
significant difference in the run–time characteristics of the various types of actions. It is
worth noticing that for scenarios where far different action types are used, i.e. batches
and user interface functions, Type–1, 2 and 3 control schemes (cf. Table 8.2) can be
used separately, so that there are isolated instances of the same framework used. Both
implementation strategies can be easily applied to SaaS and PaaS models, but also to
internal on–premises enterprise systems with ASM controllers.

8.5.6 Terminations During Action Execution

The previous sections considered the termination of an action when the requests are be-
ing received by the server, i.e. before any specific computation for a particular action
type has been done, see Section 8.5.4. In this context, the controller takes action ter-
mination decisions based on expectation, as derived through training from response and
usage patterns of previously observed execution instances. This aggressive approach is
effective as long as the action execution times are predictable, and enforces the control

7Weak–influencer actions types– there is no point in terminating actions whose SLA values do not
cause big losses, i.e. where SLA values are not very low compared to others.

8For example, terminating actions with worst SLA values whilst saving well performing actions.
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system to maximise the saving of resources used by the action. Although this can be
especially attractive in soft real–time systems where the code is deployed to PaaS, FaaS
and SaaS services, in scenarios tested where the execution times are quite constant under
non–overloaded system conditions, little overall benefit was observed, see Fig 8.11. How-
ever, the more unpredictable the execution time is, the more this method is expected to
outperform simple termination control working before action execution only.

It is worth mentioning that the longer an action runs, the more resources are consumed,
so terminating the action at the end provides lower value since computational power
has been consumed for processing and execution already. Thus, often, it is much more
beneficial to decide not to produce a response in a given time line than to produce it with
delay. This is especially true for functions that are directly exposed to users or human
operators, and may cause stress to the user, such as when users make successive clicks on
the same button. For example, if a service is slower than usual, users tend to confirm the
requested action by clicking a button again and again. In most cases, the first request
has been processed correctly but there are just not enough resources to execute it, or the
performance might have been altered. Consequently, right after the second request comes
to the server, there is no point in executing the first one9.

PaaS/SaaS/FaaS systems may be equipped with a control API specifically tackling both
action termination schemes following the application code structure, where a specific
control block type is weaved into different types of actions for best performance. For
example, short and predictable calls, like user–interface or web–services, controlled by pre–
execution control, and longer less predicable ones, like batch processes or asynchronous
messaging, controlled during action execution by terminator actuators.

In engineering practice, instrumentation required by this approach can be difficult to
implement or may be using significant resources due to the repeatable additional checks
that should be performed during action execution. In many cases, this technique can
be simply too intrusive to be effective. However, it can be appropriate for batch based
systems or for selected longer actions. Further extensions could allow the controller to
detect execution times or distribution, predictably, and choose which control scheme is
best for a given action type under specific run–time conditions.

8.5.7 Simplifications and Limitations

Enterprise systems are complex in nature so in order to simplify the experimental data
collection and analysis two types of resources are considered in this chapter, namely CPU
and Disk. Of course, other types such as network, memory, virtualisation layer aspects, or

9A potential solution to this problem in practice is to block the function from being clicked again,
or simply generate the fastest action possible. Ideally, the entire end–user–performance execution time
should be less than 1 second. That is considered to be the limit for the user’s flow of thought to stay
uninterrupted, while 10 seconds is the limit for keeping user’s attention focused on a human–machine
dialogue (Jakob, 1993; Miller, 1968).
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calls to other services (introducing idle time and latencies) could be added in a similar way
to the already implemented resources. Moreover the computational effort related to the
collection of the metrics, storage, evaluation and neural–control block training were not
included in the tested model. There are two reasons for that: (a) the monitoring facilities
and the Evaluator can be isolated from the system under control, having minimal effect
on the system performance; (b) investigating engineering details of the neural network
training was not part of the research10.

Although extending the framework to deal with many servers would give simulation re-
sults closer to real–world data centres, it is not considered essential for action termination
control, which involves single server run–time, node instance or container and intercon-
nections with other nodes do not impact the core observations. Connectivity to other
servers, applications or systems, with waiting effects and networks utilisation considera-
tions were also left for future work in order to keep the range of the experiments more
focused on the potential of action termination. Therefore in this study a single CPU and
Disk queue per server has been chosen in order to simplify the set up, and aspects, such as
multi–threading, virtualisation overhead, multi–node coordination that could introduce
further complexity and obfuscate the observations were not considered. In the future, the
model could be easily extended with more CPUs. However, it is expected that any change
of characteristics would be close to linear due to the used scheduling algorithms.

As discussed in Section 8.3, the execution time is very important for profitability of
PaaS/SaaS/FaaS running in tight SLA contracts. However, there are also factors such as
cost of equipment and energy usage that can be factored into the aggregate cost values,
which are added to the SLA functions associated with action types. The chapter does
not focus on those dimensions although the framework can incorporate those values as
constants in the SLA function definitions.

Several simplifications and limitations of the termination methods have been observed
and discussed in forthcoming after experiments review in Section 8.7.

8.6 Actions Termination Experiments

A set of experiments is presented in this section to evaluate the proposed control frame-
work under various conditions and demonstrate its adaptiveness and effectiveness to gen-
erate control actions that optimise financial performance in ASM environments. Each of
the experiments is executed in the context of a list of action types with specific load pat-
terns, distributions of resources usage and SLA function definitions. All these elements
create a complex environment even in a fairly simple server–disk control scenario.

Section 8.6.1 elaborates more on the mixture of components used to define the load
10It takes around 1–5 seconds to train a neural–control block per action type in a 2000–time steps

experiment on a single i7-6500 CPU@2.59GHz with use of around 11000 system metrics collected.
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profiles and the load parametrisation. The discussion of the experiments conducted starts
from simpler cases and then progresses to more complex and elaborate scenarios. The
first experiment in Section 8.6.2 demonstrates operation in a simple scenario, which is first
executed without control and then with control applied on the system in order to compare
changes in resources usage and SLA function optimisation between the two configurations.
Then, in Sections 8.6.3 and 8.6.4 the simulations exhibit more adaptivity and illustrate
financial performance details providing a comparative evaluation for different types of
control schemes (cf. Table 8.2) under various load profiles.

8.6.1 Load Parametrisation

Different types of actions are realised by application functionalities that utilise CPU or
Disk. The load is specified by three factors: (a) load intensity pattern, multiplied by
(b) the quantity of incoming requests to perform the action, generated by a probability
density function, and (c) an execution time distribution.

Listing 8.1: Example of load parameterisation, action type: Java code snippet of action
A3IO2, its load profile, and load distributions.

1 ActionType actionA3IO2 =
2 new ActionType("A3IO2",
3 new LoadPattern(
4 // arrival density distribution
5 new LoadDistExponential("DExp", 10),
6 // load pattern
7 new double []{ // intensity
8 0.0, 0.2, 0.2, 0.2, 0.2, 0.2,
9 0.1, 0.0, 0.0, 0.1, 0.4, 0.4,

10 0.6, 0.2, 0.1, 0.0, 0.0},
11 3), // LM repetition
12 // execution time distribution
13 new LoadDistNormal("DNorm", 1, 0.1),
14 // resources utilization distribution
15 new ResourcesUsage []{
16 new ResourcesUsage(
17 ProcessingType.CPU , 0.1),
18 new ResourcesUsage(
19 ProcessingType.Disk , 0.9) },
20 new SLA());

For example, action type A3IO2 definition, in Listing 8.1 and Table 8.3, provides the
relevant statistics for a functionality that is rather Disk–bound (90%), utilising CPU
only 10% of the execution time, and has the following execution distribution parameters:
exponential distribution with arrival rate Exp(λ = 10); action execution time defined
by a normal distribution N (µ = 5, σ2 = 0.1); a variable load intensity set as a request
probability pattern repeated 3 times within the time frame of a single experiment11.

11The load profile offers a precise way of configuring variability in the expected intensity of the fre-
quency of incoming requests for a particular action. It helps defining different test scenarios, highlighting
cases such as actions interference when using the same resource, higher load applied temporarily to ob-
serve the effects of spikes in resources consumption, or short reoccurring load changes to analyse the
impact of a “delay” factor on the strength of ASM signal deconvolution (Sikora and Magoulas, 2014b,
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Examples of SLA functions are provided in Table 8.4. The SLA function is formulated
according to an agreement made between parties; for example, it can be a function of
service quality provided that depends on execution times, for instance: “I as a service
provider expect payment (positive: revenue/profit) for short executions, and pay back
penalties for the longer executions and potentially for termination actions”.

Additional examples of action types that are used in the experiments are shown in Ta-
ble 8.3, while Table 8.5 describes experimental scenarios and defines SLA functions. There
is a mixture of synthetic– and real– workloads. The later represent loads captured on the
1989 World Cup website and on Wikipedia in October 2017, and have been used in the
past by adaptive admission control researchers Xiong et al (2011) and Ferrer et al (2012).

8.6.2 Experiment 1: Comparing operation with and without the
Neural Control Block

This experiment aims to give an overview of the operation of the controller and demon-
strate its adaptivity and effectiveness, starting from the system operating without control
and then, as the load profile and SLA function remain the same, the controller is ac-
tivated. The control system performance is evaluated and gradually optimised through
controller retraining.

Figure 8.6 presents time sequences for input activity, impact on resources and financial
performance, in terms of SLA values for an action type. The same load profile is applied
and the system operates without control (on the left) and with termination control (on
the right). Actions executions are presented in shades of red, whilst resources utilisations
are in blue and black. The bottom row presents the sequence of the total SLA values for
the experiment. The total SLA includes the costs of overrunning actions/SLA violations,
termination penalties, but also the revenue/rewards for actions serviced in a normative
time. Thus, the higher these SLA values are, the more profitable the scenario is. Ter-
mination control is executed after the first evaluation that was called at the 500th time
slot. Later, the controller cancels the selected action requests to free up resources for
another action and in effect the total SLA is improved. Count of terminations is shown
in the sequence on the 6th row.The response diagrams on the 4th and 5th row illustrate
utilisation of disk and process queue (CPU usage by actions computations). On the right
hand side plots, the resources are clearly less utilised due to the lower number of serviced
actions, as shown by the sequences on the 2nd and the 3rd row.

The mean arrival time and quantity of different action types used in this experiment expose
the system to load, which is around 4 times bigger than the system is able to handle; that
is around 4 times above the saturation threshold. Although the system load is generally
more CPU–bound, disk is significantly overused as well. Thus the controller attempts

2015).
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Table 8.3: Action Types used in the experiments, calls quantity, expected execution time
and resources usage proportion, frequency and load intensity.
Action
Type

Quantity of in-
coming callsa

Execution time
distributionb

Resources Usage
CPU, Disk(IO)

Load Intensity
Patternc

A1 N (µ = l,
σ2 = 0.1)

N (µ = 4.2,
σ2 = 0.1)

CPU=100%,
Disk=0%

0 10 20 30 40 50

0.
0

0.
4

0.
8

This action type imitates a business driven function that
utilises only CPU. Load pattern of request calls and execution
time are following a normal distribution with average interval
l and µ equal to 4.2.

A2B N (µ = l,
σ2 = 0.1)

N (µ = 2.0,
σ2 = 0.1)

CPU=80%,
Disk=20%

0 10 20 30 40 50

0.
0

0.
4

0.
8

This action type models another business related function,
where request calls frequency is constant and execution time
follows a normal distribution with average set to 2.0. This ac-
tion uses 20% of Disk and 80% of CPU to compute the results.

AOS N (µ = 10,
σ2 = 0.1)

N (µ = 0.5,
σ2 = 0.1)

CPU=90%,
Disk=10%

0 10 20 30 40 50

0.
0

0.
4

0.
8

This action type was introduced to mimic load coming from
operating system activities. Actions are very short and it is
rather CPU driven.

A3IO exp(λ = 5) N (µ = 3.0,
σ2 = 0.1)

CPU=1%,
Disk=99%

0 10 20 30 40 50

0.
0

0.
4

0.
8

This action type computes responses by mainly using disk
resources– only 1% of execution time is used by CPU. The
frequency of calls is defined by an exponential distribution, so
it is less predictable than other actions shown above.

A3IO2 exp(λ = 10) N (µ = 1.0,
σ2 = 0.1)

CPU=10%,
Disk=90%

0 10 20 30 40 50

0.
0

0.
4

0.
8

Similar to A3IO but calls are 3x shorter, two times less fre-
quent, and is using less disk time. The code snippet of Table 8.1
provides implementation details.

WC1,
...,
WC12

N (µ = l,
σ2 = 0.1)

N (µ = 4.2,
σ2 = 0.1)

CPU=90%,
Disk=10%

0 20 40 60 80

0.
0

0.
4

0.
8

This set of action types imitates a business driven function,
which utilises mainly CPU. Request calls and execution time
are the same as in a sequence of A1, A2B, AOS.

W.En,
W.De,
W.Ja,
W.Es

N (µ = l,
σ2 = 0.1)

N (µ = 4.2,
σ2 = 0.1)

CPU=90%,
Disk=10%

0 50 100 150 200 250 300 350

0.
0

0.
4

0.
8

This action type imitates a business driven function, which
utilises mainly CPU. Request calls and execution time are same
as in A1.

aQuantity of incoming calls defines load produced by requests following a probability distribution:
normal, N (µ, σ2), or exponential exp(λ).

bExecution time of a single action call defined by normal distribution.
cLoad intensity patterns depicted in the table have been applied for Load Multiplier (LM) equal to

3.

to reduce the load by terminating some of the actions. Naturally, both the termination
penalty and the penalty for longer execution times are considered (see the example of
SLA function definition in Table 8.4). We can see that the controller drives the system
into “profitable” states just after the first training cycle, where SLA function values get
significantly higher around the 750th time slot. The training phase is repeated every 500
time steps, and it should be noted that not all actions are terminated, whilst resources
consumption is reduced soon after the first training cycle. The training set used each
time consists of “positive” and “negative” states identified by the Evaluator, as described in
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Table 8.4: Example of execution time SLA cost functions; code and visualisation

Listing 8.2: Example of SLA definition
with termination penalty.

1 // such SLA costs are common
2 // for Soft Real -Time Systems
3 ExecutionTimeCostsSLA sla =
4 new ExecutionTimeWithTermCostsSLA (){
5 public double price () {
6 // linear (not constant) penalty
7 if (getServiceTime () > 10)
8 return -1* getServiceTime ();
9 else if (getServiceTime () > 5)

10 return -7;
11 // sub -second call , good price
12 else if (getServiceTime () <= 1)
13 return 15;
14 // normal positive price
15 else if (getServiceTime () <= 5)
16 return 7;
17 else return 1;
18 }
19 public double terminationPenalty () {
20 return -40;
21 }
22 };

Listing 8.3: Example of SLA definition
without termination penalty.

1 //
2 //
3 ExecutionTimeCostsSLA sla2 =
4 new ExecutionTimeCostsSLA () {
5 public double price () {
6 // high penalty
7 if (getServiceTime () > 10)
8 return -50;
9 else if (getServiceTime () > 5)

10 return -10;
11 // sub -second call
12 else if (getServiceTime () <= 1)
13 return 10;
14 // normal positive prize
15 else if (getServiceTime () <= 5)
16 return 5;
17 else return 1;
18 }
19 // no termination penalty
20 };
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Section 8.5.2. An example is shown in the scatter plot matrix of Figure 8.7, where positive
and negative states are denoted by Control Mark “Right" and “Wrong", respectively. This
figure shows all the key dimensions of the system states in pairs illustrating their relations.
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Figure 8.6: Metrics time sequence and system responses for operation without controller,
on the left side, and with neural control block that uses Type–2 control scheme (cf.
Table 8.2), on the right side. In both cases, the experiment was executed under the load
pattern and SLA function of scenario 4 (cf. Table 8.5).
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All system states presented have been processed by the Evaluator and some of them were
labelled with “positive” and “negative” control marks. Note how the spikes in Disk Queue
impact total SLA, lowering the values due to high execution times (see red points). This
is simply due to the fact that all actions were executing simultaneously saturating the
CPU. After the 500th time slot, when the controller is engaged for the first time, resources
queues are reduced substantially. High utilisation of the resources is still allowed, offering
high computational power for service provisioning, but overloading the system and very
long executions are avoided. The number of states with high SLA values, violet points,
after 500 time steps in the scatter plot of the pair CPU utilisation/Time (column 1, row 3
of the matrix) indicate revenue generation and more effective utilisation of resources, and
thus a much more profitable operation. The same effect can be seen in Figure 8.6, where
the time sequence in row 3, on the right side, shows a huge spike of concurrently executing
actions between the 480th and the 600th time slot. Although the same load was applied
repeatedly, i.e. 4 times, during the run, such a big accumulation of waiting actions was
not repeated, which is attributed to the application of termination control. In general,
after the controller takes over, financial performance, represented by the values of the
total SLA, gets better, as exhibited in Figure 8.7 (see plot in the first column, last row of
the scatter plot matrix). Due to the changing nature of the load profile, saturation issues
occurring quickly and system inertia, resources utilisation is not highly correlated with
SLA value changes, but directly relates to the queue length that far better corresponds
with high SLA function values observed.

Dimensions representing resources queues appear to be sources of rich information for
the system entering saturation. Thus, control actuators monitoring resources usage and
queues are able to react to the changing conditions and execute effective control actions.

8.6.3 Experiment 2: Adaptivity to Load Profile and Financial
Performance

The testbed allows to perform many experiments in accumulated collection of runs ex-
ploring various problem dimensions such as: comparing types of control schemes (cf.
Table 8.2), verifying system performance under changing load patterns and different val-
ues for the mean time of arrival, repetitions with different random generator seeds, and,
lastly, testing various model parameters using a set of scenarios with different action types
under specific load patterns and SLA definitions; see Tables 8.3 and 8.5 respectively.

This section presents experiments to test the above conditions and discuss their results.
Eight different system scenarios are discussed below, as summarised in Table 8.5. The
scenarios differ in the way their SLA contracts are defined. The scenarios corpus starts
from the most aggressive SLAs– mainly driven by operations monetisation perspective–
where the control system has the most challenging situation to manage from both financial
and load perspectives. The first three scenarios are penalty driven, and as a result the
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Figure 8.7: Scatter plot matrix of the most important dimensions of the system states
collected during the last evaluation iteration in Experiment–1.
The neural control block uses a Type–2 control scheme (cf. Table 8.2), whilst the load pattern and SLA
function follow scenario 4 (cf. Table 8.5). The dimensions named in the diagonal, starting from top–
left, are: Time, Processor Queue, Processor Utilisation (CPU), Disk Queue, Disk Utilisation, “Positive”
and “Negative” Control States (denoted by Control Mark “Right" and “Wrong", respectively), Total
Cumulative SLA. The system states have been processed by the Evaluator (cf. Section 8.5.2) and have
been labelled with “positive” and “negative” control marks used later for neural networks training. In the
plots below the diagonal, a rainbow colour scale is used, starting from red for low values and ending with
pink-violet for high values. The size of a point in the scatter plots above the diagonal represent its SLA
function value, so that system states with lower SLA value are smaller and less visible.
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Table 8.5: Examples of Load Scenarios and SLA function definitions
Scenario SLA Function Description, Actions Types (SLAs), Load Pat-

tern, LMa

Scenario 0: This is a
very challenging control
scenario that employs a
very aggressive penalty
scheme for an overloaded
system. 0 10 20 30 40 50 60

−
60

−
20

0
20

aet

f S
LA

a
~

f C
(a

et
), 

f C
(a

te
rm

)

5 action types, namely A1, A2B, AOS, A3IO, A3IO2
with very aggressive SLAs, where the system is prof-
itable only for calls shorter than 5 time stamps. For
execution times longer than 10 stamps, the penalty
is linearly increasing, whilst the termination penalty
remains very high, equal to -40 for each termination
decision. The code for this SLA is shown in Table 8.4.
Effectively, termination control makes sense only for
very long execution times. Actions load pattern is
described in Table 8.3 and load is applied for LM=4.

Scenario 1: A slightly
less aggressive penalty
scheme for an overloaded
system.

0 10 20 30 40 50 60

−
60

−
20

0
20

aet

f S
LA

a
~

f C
(a

et
), 

f C
(a

te
rm

) 4 action types, namely A1, A2B, A3IO, AOS. Execu-
tion time less than or equal to 5 time steps generates a
+7 award, but longer executions produce a penalty of
-7, while the ones that are longer than 10 time stamps
produce a penalty of -10. The termination penalty is
-20 (two times smaller than in Scenario 0). Actions
load pattern is described in Table 8.3 and LM=4.

Scenario 2: A sce-
nario with low penal-
ties for long execution
times and termination
penalty, which is cheaper
than long execution time
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4 action types, A1, A2B, AOS, A3IO, are used. There
are low penalties for long executions: only -1 penalty
for execution time longer than 5 time steps, also rea-
sonably low penalty, -10, for each action termination,
while for AOS and A1, termination penalty is only -5.
Actions load as described in Table 8.3 and LM=4.

Scenario 3: This sce-
nario has no penalties for
long execution calls, so
that the control can fo-
cus on revenue optimiza-
tion only. 0 10 20 30 40 50 60
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) 4 action types are used: A1, A2B, AOS, A3IO. There
are no penalties for long executions but also zero
award. There is a substantial penalty, -12, for termi-
nation of A1, A3 and AOS, but also awards for shorter
calls; that is +10 for calls shorter than 1 time slot
and +5 for shorter that 5. Action load, see Tab. 8.3,
LM=4.

Scenario 4: This sce-
nario demonstrates the
effect of termination
control on overloaded
system without penal-
ties. 0 10 20 30 40 50 60
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) 4 action types are executed: A1, A2B, AOS, A3IO. No
penalties for longer executions are applied but there
is substantial penalty for termination. Shorter calls
are rewarded, enabling active control. This scenario
uses a load pattern based on Wolf’s Sunspot Num-
bers Hathaway et al (2002). Actions load is stan-
dard, except for AOS that follows a pattern of annual
sunspotsb, LM=3.

Scenario 5: This is a sce-
nario that demonstrates
the effect of termina-
tion control on over-
loaded system without
any penalties. 0 10 20 30 40 50 60
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) 4 action types are executed: A1, A2B, AOS, A3IO.
There is no penalty for termination nor for longer ex-
ecution times (SLA function has no negative values).
Still, shorter calls are rewarded which drives the eval-
uations and the controller optimization direction. De-
tails of the actions load pattern are in Table 8.3; load
is applied for LM=2.

Scenario 6: The "World
Cup 1998" scenario, de-
scribed by Arlitt and Jin
(2000), shows a three
month period of quite
bursty traffic and aperi-
odic workload.
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) 12 actions of type A1, A2B, AOS, A3IO are executed,
representing 1% of the most popular pages of the web-
site that received 75% of all requests (Arlitt and Jin,
1998). There are no penalties for longer executions
and termination, but still higher reward for shorter
calls. The load pattern distinguishes this scenario
from the rest, as shown in Table 8.3, and it is ap-
plied for LM=1.

Scenario 7: This sce-
nario uses Wikipedia
workload in October
2007 (Urdaneta et al,
2009) demonstrating
operation under cyclic
traffic.

0 10 20 30 40 50 60

−
60

−
20

0
20

aet

f S
LA

a
~

f C
(a

et
), 

f C
(a

te
rm

) There are 4 action types, namely W.En, W.De, W.Ja,
and W.Es, responsible for 63.18% of the total load to
Wikipedia in October 2017. There are no penalties for
longer executions and termination, but still reward for
shorter calls is higher. The load pattern is distinctive,
shown in Table 8.3. Although LM=1, the pattern is
periodic.

aLM = Load Pattern Multiplier is a parameter that multiplies the sequence of a base entry load profile, so that
repetitive sequences of system states can be tested. An LM equal to 4 correlates very well with the frequency of the
Evaluator cycles, see Section 8.5.2, which executes every 500 time steps. In all experiments, a total of 2100 time steps is
used, see Section 8.6.2.

b“Annual sunspot relative number 1936-1972” and “Wolf’s Sunspot Numbers 1936-1972”, source https://datamarket.
com/data/set/22nu/annual-sunspot-relative-number-1936-1972#!ds=22nu&display=line

https://datamarket.com/data/set/22nu/annual-sunspot-relative-number-1936-1972#!ds=22nu&display=line
https://datamarket.com/data/set/22nu/annual-sunspot-relative-number-1936-1972#!ds=22nu&display=line
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service provider will incur penalties for action executions times that are longer than agreed.
In the last three scenarios no penalties are included but the reward/revenue for longer
calls is zero; thus, in the case of a slow environment the service provider will be operating
the requests for computation service with minimal revenue generated, which will incur
internal costs for the resources utilised.

In the first round, we compare the system operating without control against the first two
of the termination control schemes presented in Table 8.2. Tests are conducted under
eight different load scenarios and SLA function definitions, as presented in Table 8.5.
This test examines termination control before execution only, i.e., just before the request
for the functionality to be executed is processed. The results of the experiment are
exhibited in Figure 8.8. The plots illustrates the impact of the control scheme on financial
performance, represented by the Total Cumulative value of SLA units measured for each
of the monitored system states TSLA. As the time between calls increases, represented
by the mean arrival time l that is defined according to a probability distribution for
each scenario, the lower the frequency of calls gets, and, effectively, the load that the
system needs to consume. Table 8.6 shows a comparison of financial performance increase
P ∼ fSLA in the test runs, per scenario and load l, using cumulative figures of TSLA
collected during these simulations.

Depending on the functionalities produced by the different actions in the scenario, the
control system reacts differently to the load pattern it is exposed to taking into account
the SLA function’s definition. In effect, the controller adapts to the particular load con-
ditions. In all scenarios, the controller improves the revenue generated by the provided
service when the system is under higher load, as denoted by the lower mean arrival time
l values. Furthermore, Type–2 control scheme performs better than Type–1 in most of
the cases. In scenarios 2, 4 and 5 the control system was able to improve the situation
regardless of the load that the system was exposed to. Note that even for action types,
whose SLA function definition does not include penalties set explicitly (i.e., no negative
SLA values for longer executions) but there is a higher reward for shorter execution times
(see for example scenarios 3, 4, and 5), the controller drives the system to states that
generate revenues. Also, the controller tends to terminate the longer actions, although
these may be cheap in terms of associated penalty. This is because it considers that a
cheaper action that is consuming resources is not economically viable to operate, even if
termination incurs additional cost. This is a key finding for the monetisation of comput-
ing services such as PaaS/FaaS/SaaS equipped with this type of control. The controller
shapes the run–time situation in order to achieve better conditions for running many
types of actions under the same shared pools of resources. It favours cheaper executing
actions that generate revenue over more resource expensive actions and their revenue, tak-
ing into consideration the potential costs of termination. Intuitively, such control could
be most efficient when system’s utilisation is high. In that case, releasing resources re-
quired to compute competing for access to resources actions benefits high–revenue actions.
Therefore, it is not surprising that the best performance of the termination control in the
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experiments was in the heavily loaded system cases. The highest efficiency was noted
under scenario 4 and 5, for arrival time lower than 4.0. In scenario 5, Type–1 and Type–2
control schemes were able to improve the system’s operation value by 30–52% and 13–
33%, respectively. This is clearly due to the less restrictive SLA and the lack of penalty
for termination. Still in scenario 4, where additional cost for termination is considered,
the improvement is significant– in the range of 15–35% and 8–25% for Type–1 and Type–2
control, respectively. Note that in scenario 4 there is still good improvement after apply-
ing control in the lower load as well. This is possible due to the relaxed nature of SLA,
and the lack of penalties for termination. Scenario 5 has quite good overall improvement
that is gradually reduced– the higher the load (l value gets low), the worse the total profit
is. Interestingly, the operation performance is much greater than the intuitively expected
increase of the revenue generation due to higher load (more actions to account) but im-
peded by the overused system resources, see the distribution shown on the violin charts.
Very cheap termination in scenario 3 shows fairly good improvement, 5–12%, in cases of
higher load, for arrival time lower than 4. The lower the load is, the fewer the chances to
reduce the usage of resources by termination actions, so the operational improvement is
gradually lowering but it is still better than no–control. This behaviour is repeated even
when lower load is applied, e.g. mean arrival time gets equal to 6, where the system was
profitable for all system states monitored.

Performance in scenarios 0, 1, 2, where SLAs contain penalties for longer termination, is
lower than in scenarios 3–5, but still there are improvements made especially for higher
loads. The financial performance in these cases is mainly impacted by the fact that SLAs
contain substantial penalties for longer execution times that widen the band of profitability
distribution and reduce the scale of the potential improvements that can be made on the
system. Of course high prices for termination additionally impact the chances to improve
the operation. The most difficult scenarios, 0 and 1, show practically optimisation of
the loss of a service provider that is exposed to extremely challenging contracted SLA
conditions. The control system was able to improve the situation by 5% only under very
high load, where mean time of arrival is 3.0.

It is important to note that in the case of difficult to control scenarios where SLAs are
aggressive in terms of penalties, like in scenario 0 and 1, the lower load may carry risks
such as introducing degradation of the operational performance and even greater financial
losses.

8.6.4 Experiment 3: Resources Utilisation and Financial Perfor-
mance

The focus of this experiment is to evaluate how the controller operates under different
load conditions when the executing actions require resources to be consumed, and the
impact of the control scheme on resources utilisation and cost optimisation and revenue
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Figure 8.8: Comparative results for operation without control and with two of the termination control
schemes, namely Type–1 and Type–2 (cf. Table 8.2), which apply termination control only before action
execution. The diagram presents the distribution of system states as a function of load run. The focus is
on financial performance, represented by the Total Cumulative value of SLA units measured for each of
the monitored system states. SLA function definitions consider costs/permissions and revenue generated.
The higher the values reached in the vertical axis, the more profitable a control scheme is for the scenario.
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Table 8.6: Financial performance increase P ∼ fSLA between control (Types 1 and 2) and
no–control (Type–0), in independent test runs per scenario and load, in terms of TSLA
values measured during simulations execution (cf. Figure 8.8)

∆TSLA [%]

Control Type Scenario 3.0 3.5 4.0 4.5 5.0 5.5 6.0 Total

1 to 0 0 5.63 -18.87 -25.52 -5.14 -6.18 -22.04 -43.66 -16.54
1 0.60 2.72 3.64 -23.69 -16.89 -16.16 -29.22 -11.28
2 9.07 9.09 28.70 21.85 14.77 15.02 7.71 15.17
3 12.30 5.62 0.55 -8.14 -3.31 3.18 -16.21 -0.85
4 34.64 30.50 15.36 14.46 22.57 20.41 14.69 21.80
5 47.03 52.26 8.09 9.67 3.64 11.35 10.50 20.36
6 96.41 75.14 33.95 25.70 54.86 64.44 62.26 58.97
7 146.41 58.33 38.88 34.74 55.07 56.78 59.86 64.30

2 to 0 0 -1.89 -14.48 -31.35 -2.67 5.39 -19.58 -25.46 -12.86
1 0.52 13.87 6.84 -22.51 13.31 -21.78 -36.02 -6.54
2 5.84 66.99 22.75 36.18 18.82 3.42 7.34 23.05
3 12.89 3.32 -4.26 1.61 -13.41 -4.79 -13.57 -2.60
4 8.54 24.72 13.78 10.61 23.31 12.99 11.21 15.02
5 16.81 33.40 13.63 16.82 6.64 14.03 9.44 15.82
6 98.12 22.87 27.51 21.45 57.38 45.18 54.27 46.68
7 146.41 61.61 34.23 31.94 52.71 55.78 58.36 63.01

generation.

It is clear that action execution times will heavily depend on the utilisation of resources;
thus, high SLA values are likely to be found in the situations where the system is reaching
a saturation state. From this point on, the system will be queuing the requests and SLA
values will grow significantly. Figure 8.9 show this effect as observed in the experiments,
while Figure 8.10 illustrates the states’ SLA values. Each row in these figures presents
several independent runs in one scenario, illustrating the distribution of system states for
process queue, disk wait queue and total cumulative SLA for each one the three control
schemes (Types 0, 1, and 2) tested under various load patterns.

Similarly to the previous tests, to simplify the results presentation12, this one also exam-
ines termination before execution only.

One can see that in scenario 0 the CPU is massively over–utilised, e.g. there is a large
process queue length with up to 80 tasks awaiting. For other scenarios, namely 1, 2, 3 and
4, where SLA functions get gradually less restrictive (e.g. especially when penalties for
actions termination are lower), the controller is able to gradually free up more and more
resources in order to give an improved SLA response. The only exception to this “rule" is
the last scenario, number 5, where the load–pattern multiplier–LM (cf. Table 8.5) is too
low to allow the controller to experience more repetitive sequences of systems states, and
thus to reinforce the notion of “good”/“bad” control states. Effectively, there are fewer
high quality control actions executed, and only the lack of penalties compensates the
cumulative SLA value. Another effect observed in cases of lower LM is the much higher
queues due to the longer duration of high load.

12Figure 8.9 and 8.10 shows distributions of systems states collected in 336 test runs (168 experiments
executed twice) that generated 2GB of trace data.
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Overall, for every scenario, the controller using either Type–1 or Type–2 control scheme
manages to reduce resources consumption regardless of the load used in such a way that
states with better financial performance are reached.

8.6.5 Experiment 4: Timing of Termination and Impact on Fi-
nancial Performance

The next experiment focuses on aspects related to the timing of the termination action:
(a) just after the request has been received but before it has been processed, or (b) during
execution when the action is being processed.

In Figure 8.11, violin plots are used to illustrate the distribution of Total SLA in system
states measured during the experiments for the two approaches mentioned above. The
left column shows control approach (a) whilst the right one shows approach (b). Four
control schemes, Types 1, 2, 3 and 4, and no–control (Type–0), (cf. Table 8.2), have been
tested with the two approaches. The plots focus on one load condition with mean arrival
time equal to 4 time buckets, while the expected mean execution time of actions, l (cf.
Table 8.3), was set to 4.2. When the load pattern reached around 95%, the system was
already above limit and was going into saturation. Table 8.7 contains aggregated general
performance improvement values per type of control scheme collected in simulations which
involve a wide range of load conditions across all scenarios.

Termination during execution, namely control approach (b), offers substantial flexibility
allowing the controller to improve the system’s revenue/costs performance significantly.
Although, in some cases, the added value seems low, as shown in Figure 8.11 and Ta-
ble 8.7, cumulatively approach (b) is an attractive option whenever an action takes longer
and/or is affecting resources consumption, deadline violation costs are substantial and/or
termination penalty is not high.

Of course, performance is impacted by the fact that allowing the execution of an action
causes resources consumption, and thus, it introduces costs. So after termination, the
benefits of releasing these resources are lower than applying approach (a) directly. Never-
theless, the potential penalty for the termination remains the same, even though in certain
cases the controller may find that it is still worth applying termination immediately after
the start of an action.

In most cases, Type–4 control is the best. Only in scenario 5, simpler control schemes
(Type–1, 2, or 3) are better, as there are no penalties. Although the model does not
take into account the computation loss related to control instrumentation processing,
the termination during execution approach (right column) is only slightly better. The
difference is clearly visible only in scenarios 1, 3, 4. Termination approach (b), applying
control during action execution, was best performing for Type–1 control scheme where
an average improvement of 19% on average was noted across all scenarios. For Type–3



8.6. Actions Termination Experiments 189

0 1 2

3 3.5 4 4.5 5 5.5 6 3 3.5 4 4.5 5 5.5 6 3 3.5 4 4.5 5 5.5 6

0

40

80

120

Load Run, Arrival Mean Time

P
ro

ce
s 

Q
ue

ue

0 1 2

3 3.5 4 4.5 5 5.5 6 3 3.5 4 4.5 5 5.5 6 3 3.5 4 4.5 5 5.5 6

0

40

80

120

Load Run, Arrival Mean Time

P
ro

ce
s 

Q
ue

ue

0 1 2

3 3.5 4 4.5 5 5.5 6 3 3.5 4 4.5 5 5.5 6 3 3.5 4 4.5 5 5.5 6

0

40

80

120

Load Run, Arrival Mean Time

P
ro

ce
s 

Q
ue

ue

0 1 2

3 3.5 4 4.5 5 5.5 6 3 3.5 4 4.5 5 5.5 6 3 3.5 4 4.5 5 5.5 6

0

40

80

120

Load Run, Arrival Mean Time

P
ro

ce
s 

Q
ue

ue

0 1 2

3 3.5 4 4.5 5 5.5 6 3 3.5 4 4.5 5 5.5 6 3 3.5 4 4.5 5 5.5 6

0

20

40

60

Load Run, Arrival Mean Time

P
ro

ce
s 

Q
ue

ue

0 1 2

3 3.5 4 4.5 5 5.5 6 3 3.5 4 4.5 5 5.5 6 3 3.5 4 4.5 5 5.5 6

0

50

100

150

200

Load Run, Arrival Mean Time

P
ro

ce
s 

Q
ue

ue

0 1 2

3 3.5 4 4.5 5 5.5 6 3 3.5 4 4.5 5 5.5 6 3 3.5 4 4.5 5 5.5 6

0

200

400

600

Load Run, Arrival Mean Time

P
ro

ce
s 

Q
ue

ue

0 1 2

3 3.5 4 4.5 5 5.5 6 3 3.5 4 4.5 5 5.5 6 3 3.5 4 4.5 5 5.5 6

0

200

400

600

Load Run, Arrival Mean Time

P
ro

ce
s 

Q
ue

ue

0 1 2

3 3.5 4 4.5 5 5.5 6 3 3.5 4 4.5 5 5.5 6 3 3.5 4 4.5 5 5.5 6
0

5

10

15

Load Run, Arrival Mean Time

D
is

k 
W

ai
t Q

ue
ue

0 1 2

3 3.5 4 4.5 5 5.5 6 3 3.5 4 4.5 5 5.5 6 3 3.5 4 4.5 5 5.5 6
0

5

10

15

Load Run, Arrival Mean Time

D
is

k 
W

ai
t Q

ue
ue

0 1 2

3 3.5 4 4.5 5 5.5 6 3 3.5 4 4.5 5 5.5 6 3 3.5 4 4.5 5 5.5 6
0

5

10

15

Load Run, Arrival Mean Time

D
is

k 
W

ai
t Q

ue
ue

0 1 2

3 3.5 4 4.5 5 5.5 6 3 3.5 4 4.5 5 5.5 6 3 3.5 4 4.5 5 5.5 6
0

5

10

15

Load Run, Arrival Mean Time

D
is

k 
W

ai
t Q

ue
ue

0 1 2

3 3.5 4 4.5 5 5.5 6 3 3.5 4 4.5 5 5.5 6 3 3.5 4 4.5 5 5.5 6
0

5

10

15

20

Load Run, Arrival Mean Time

D
is

k 
W

ai
t Q

ue
ue

0 1 2

3 3.5 4 4.5 5 5.5 6 3 3.5 4 4.5 5 5.5 6 3 3.5 4 4.5 5 5.5 6
0

10

20

30

Load Run, Arrival Mean Time

D
is

k 
W

ai
t Q

ue
ue

0 1 2

3 3.5 4 4.5 5 5.5 6 3 3.5 4 4.5 5 5.5 6 3 3.5 4 4.5 5 5.5 6
0

25

50

75

Load Run, Arrival Mean Time

D
is

k 
W

ai
t Q

ue
ue

0 1 2

3 3.5 4 4.5 5 5.5 6 3 3.5 4 4.5 5 5.5 6 3 3.5 4 4.5 5 5.5 6

0

5

10

15

20

Load Run, Arrival Mean Time

D
is

k 
W

ai
t Q

ue
ue

Figure 8.9: Experimental results for Type–0 (no–control) and Types –1 and –2 control schemes (cf.
Table 8.2) for each of the eight scenarios (cf. Table 8.5). The diagram shows the distribution of system
states as a function of load run. Each experiment contains around 500K states sampled during 168 tests:
3 control types, 8 scenarios, 7 load runs, across 2500 time steps. Every experiment was run twice for
incremented pseudo-random number generator seed. The focus is on the effect of the control on resources
utilisation for all 3 control types, namely Process Queue (left columns) and Disk Queues (right columns),
as a function of load run.
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Figure 8.10: Effect of the control on financial performance, represented by the Total Cumulative SLA
values of the system states with respect to load run. Results are for the experiments of Figure 8.9, i.e.
around 500K states sampled during 168 tests: 3 control types, 8 scenarios, 7 load runs, across 2500 time
steps.



8.6. Actions Termination Experiments 191

Table 8.7: Financial performance increase P ∼ fSLA between control (Types 1, 2, 3 and
4) and no–control (Type–0), in independent test runs across all scenarios (cf. Table 8.5),
in terms of mean TSLA values of the simulations (cf. Figure 8.11)
Control Type Only before (a) During (b) Difference [%]

1 to 0 16.23 19.84 22.28
2 to 0 18.34 19.18 4.59
3 to 0 19.67 19.99 1.65
4 to 0 32.16 35.38 10.01

control the improvement was 14%, while for Type–4 the amelioration was only 4%, even
thought Type–4 gives the best results over all.

Above experiments have been described in Sikora and Magoulas (2021).
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Figure 8.11: Results of experiments testing four control schemes (Types 1, 2, 3, and 4) and no–control
(Type–0), (cf. Table 8.2), in all load and SLA definition scenarios (cf. Table 8.5) for a given mean arrival
time equal to 4. The violin plots show distributions of Total Cumulative SLA values measured at each
one of the monitored system states. The column on the left side shows values for states where termination
was performed only before action execution, whilst the column on the right side refers to states where
termination was done also during the action execution.
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8.7 Terminating Actions in Complex Scenarios

In this section, we review challenges identified during the research and experimentation
phase with the use of a termination actuator.

8.7.1 Actions Types of Different Performance Footprint Charac-
teristics

The problem of highly convoluted scenarios is common in larger server setups, not nec-
essarily in big data centres with distributed deployment strategies. Thus it is often en-
countered in larger enterprise systems rather than cloud providers. The issue has been
discussed in Chapter 5 and 6. As the focus in this chapter is on control actuation, the
experiments do not tackle such scenarios. In order to tackle the problem there are two
broad approaches suggested: (a) to find actions, resources and SLA relevance and priori-
tise focusing on the most significant in the observable setup (see Chapter 5) limiting the
scale of the control problem, (b) to decompose signals and introduce sequence of cycles
around the Evaluator feedback (see Chapter 6) to extract essential for given actions load
resource reliance and identify systems states sequences that lead to bottlenecks producing
high SLA values.

8.7.2 Activity Input Signals for the Neural Control Block

The tested control block as the main actuating unit does not take into account current
activity, other actions and effectively load function inputs, it focuses the final actuation
decision making by resources consumption measurements. This is an assumed simplifica-
tion extending the list of the setup limitations in Section 8.5.7, which reduces not only
the complexity of the decision block design and control judgement execution performance,
but also significantly decreases the number of dimensions that are interpreted by the de-
cision block (not the Evaluator), which in effect simplifies the search and control space
complexity.

It is worthy to remind that the collected systems states, S, defining the current load,
usage and system response to SLAs, are processed during the evaluation process and are
used to train the control block NNs, so SLAs as outputs are present in transformed form
to (middle–level) inputs, such as resources usage (utilisation or queue length). However,
direct input of activity, such as each action types executions count and any currently (or in
recent past) observed execution times, is not available to the decision block of termination
actuators. Consequently, the rules induction, the training vectors and the neural–block
model could be extended by considering activity inputs in order to form potentially more
precise local to action run–time control decisions. The general approach described in the
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study is fully compatible with this extension.

8.7.3 Early–system–life Limitations

There is also an important internal limitation of the evaluation mechanism that should
be considered at the beginning of the controller operation, when no much knowledge is
still available, or in cases when many contradicting states are disregarded (filtered out),
and the training sets are shorter than in later stages, which can impact the NN control
block training and the initial precision and quality of the actuation decisions. This can
be solved by using synthetic Gaussian mixture added over the rules points, creating an
expansion of a given training set. Such a procedure to combat over–fitting and improve
the generalisation ability was studied by Karystinos and Pados (2000).

8.7.4 Long Executing Actions

The longer the action the heavier the cumulative execution footprint on the resources (i.e.
CPU, disks, network, memory), and in effect on other defined SLA, but not necessarily
on those actions SLAs. The control system needs to consider that termination will not
only impact the potential penalty of terminated actions but the operator will still need
to expect the routine to be requested for execution again, which needs to be included in
the decision process. Wider time aggregates of collected metrics can help to demonstrate
such situations, and steer the adequate control rules induction.

In general, this is an operating area where termination during execution should give better
results (see Section 8.5.6), e.g. short and predictable calls like user–interface or web–
services controlled with pre–execution control, and for longer less predicable like batch
processes, or asynchronous messaging with during–action–execution terminator actuators.

The longer the action the more difficult it gets to map the execution characteristic to
simple DES model. On the other hand any larger action is built with subroutines whose
calls can be wrapped with proxies of control actuators. Still such scenarios are cumbersome
and require better knowledge of the system run–time and finer grained control blocks
configuration.

Since modern UI–UX requires fast, sub–second responses, a typical industry practice
for longer than 5–10 seconds executions is to design an interaction of user–system that is
taking into account the delay adequately, i.e. incorporating MQ with UI showing progress,
or batch processing, effectively introducing space for other control methods.

Long executing actions like manually ad–hoc requested batch jobs have been tackled in
the following section.
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8.8 Actions and Batch Jobs Reschedule

It is time to review another method of non–acquisitive control that is working under the
regime of real–time NFRs. Cloud computing research has investigated the potential of
tasks scheduling optimisation (Soltani et al, 2017; Arunarani et al, 2019), including the
use of RL (Peng et al, 2015).

The thesis tackles the area for completeness, discussing the whole field of methods for
optimising the resources utilisation, and showing the potential of their coexistence in
ASM setups.

As highlighted earlier in Sections 2.5.2 and 4.7, when explaining possible ways of actuating
the work of an enterprise system, incoming actions execution can be delayed or moved
earlier than originally planned for scheduled jobs in order to place the processing at a
time when critical resources are expected to become available in such capacity that will
allow sufficient support of the service per defined SLA.

The methods examined so far in Section 8.5.1 and in the previous chapter allow termina-
tion but may do not well support critical and often long, thus expensive, batch jobs. In
a simple scenario, the importance of the execution, although long, may be far exceeding
the costs of longer execution. In a more complex scenario, in presence of a harsh time
for the placement of the processing, an operator may be faced with additional costs for
penalties for longer processing. Therefore, termination cannot be applied.

Figure 8.12: Batch jobs in time with impact on resources utilisation and execution times.
The two tables show an example of the same computation scheduled for 12 batch job
executions in four batch threads, B1,..,B4, for two different classes, C1, C2: before (table
on top) and after (table on bottom) the rescheduling optimisation exercise. It is clearly
visible how the better placement of jobs helps in resource utilisation.

Batch jobs are typically executed at a scheduled time but general use and corporate
frameworks allow to execute a batch job on an ad–hoc (manual) basis when needed.
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8.8.1 Rescheduling Control Instrumentation

Shallow instrumentation can be provided by batch frameworks like the “Quartz” job
scheduling library or Java Spring @Scheduled annotation, the “schedule” package in
Python, or the “clockwork” Ruby module, in the same way as in termination weaved–in
objects approach (see Sections 8.5.1 and 8.5.4). A deeper code instrumentation, wrapping
the sub–function, can be delaying further execution of a longer routine and may be also
a help in situations where the system is exposed to excessive utilisation due to an unex-
pected load coming for very important actions. This utilisation can lead to saturation of
resources currently used by a running batch job that is normally expected to finish soon.
Thus, it is economically viable to delay the long job processing rather than terminate the
incoming calls, so that the bottleneck resource can be temporarily cured, or released long
enough to allow a scaling controller (Sections 2.5.1 and 4.7), to allocate more resources
from the cloud pool.

For these and more complex situations the scheduling controller can adapt autonomously
distributing the load in time, see Figure 8.12. Critical in this scheme is the knowledge
about (a) impact on the resources that come from the execution functionality– Chapter 6
tackles that need, and (b) economical and time constraints of the job processing that are
typically given in batch job execution parameters and SLAs– see Section 8.3.1.

A simple but typical to ASM field scheduling problem is illustrated in Figure 8.12. The
general goal is to spread the load of requested computation in such a way that resources
are utilised only to a secure limit providing stability and batches are distributed in time
to not impact delivery times.

Operators, equipped with administration consoles tuning batch jobs plan, can change
the run–time utilisation and optimise the system considerably. Still in order to use hu-
man element their attention could be moved from time–wise scheduling to boundaries
definitions.

8.8.2 Examples of Rescheduling Use–cases

There are two main visual representations of the jobs (previous, current, and expected
runs): (a) per batch job type, jobs count and execution time aggregates in time (easy
to be shown by pivot table), as shown in Figures 8.13 and 8.14, and (b) in–time Gantt
charts explaining more details of event placement, as shown in Figures 8.12 and 8.16.

The general target of the scheduling is to deliver the expected computation on time. Since
computations in a busy enterprise environment require resources, the goal is in fact to place
executions in time buckets when resources are expected to be still available and reduce
the processing demand in times when the key resources are under risks of saturation, e.g.
when CPU usage, thread count or queues length demonstrate bottlenecks, and SLAs are
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Figure 8.13: Comparison of batch jobs in time of a day, grouped by hour.

Figure 8.14: Comparison of batch jobs in time of an hour, grouped by per minute.
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severely impacted.

Thus following the example of Figure 8.12, the goal is to shorten execution times on the
top right side of the table. Shorter executions of action batch jobs B2, B3 and B4 are in
time buckets where resources R1 and R1 are still available (top–left), far longer when the
system is overloaded (top–right). When the jobs are placed in such time buckets where
resources are available the execution times are far shorter (bottom–right).

8.8.3 Adaptive Rescheduling in ASM

Scheduling of batch jobs as an optimisation problem belongs to the family of packing prob-
lems, and is a variant of Job Shop Scheduling, as an extended by time dependency Knap-
sack Packing problem, that is NP–complete (Chandra et al, 1976; Khuri et al, 1994; Tail-
lard, 1993). Job Shop Scheduling problem without dependencies is Open–shop Scheduling
problem (Gonzalez and Sahni, 1976; Williamson et al, 1997), whilst Flow Shop Scheduling
is a special case of Job Shop Scheduling where the emphasis is put on the order of all
operations to be done in all jobs (Gupta and Stafford Jr, 2006; Liu et al, 2007). ASM
scheduling resembles the Knapsack problem in the weights of items, which are priorities
or SLA values, and the capacity, which is execution time and footprint on resources used.
However in the ASM field the set of constraints is far extended, i.e. it is required to
schedule all of the batches planned in a given time window. In order to avoid risks of
over–utilised resources like resource contention or bottlenecks, and in effect shorten the
execution time and lower SLA penalties the algorithm should seek a new schedule of jobs
that are spread in time.

Exact algorithms or traditional heuristics have been studied in the literature(Martello,
1990; Pisinger, 1995); however as for most NP–complete problems, approximation algo-
rithms are commonly used (Khuri et al, 1994).

Adaptive rescheduling methods in batch mode running in grid computing initially or in
the cloud computing later have been largely explored for many environments and diverse
types of ASM systems and applications by Gao et al (2005), Abawajy (2009), Xhafa et al
(2007), Jian and Wang (2014), Prabhakaran et al (2015), (Li et al, 2010), Cheng et al
(2017), Chadha et al (2020), (Awad et al, 2015), (Moon et al, 2017), (Jang et al, 2012),
(Lin et al, 2014), (Kaur and Verma, 2012), (Jena, 2017), (Arunarani et al, 2019), (Yu and
Chen, 2008).

In Section 8.9 of this chapter several metaheuristic method are tested– they all have a
good research track for job shop and scheduling optimisation applications: e.g. Simulated
Annealing (SANN) by Osman and Potts (1989); PSO by Jerald et al (2005), Abraham
et al (2006), Wu (2014a), Ramezani et al (2014), and Jordehi and Jasni (2015); GA by
Ruiz et al (2006) Omara and Arafa (2009) and Park et al (2003).
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8.8.4 Rescheduling as an Optimisation Problem

Batch jobs scheduling for malleable routines and shorter actions micro–scheduling opti-
misation is basically a search problem, where the main objectives are:

• (final rank) minimise SLA, fSLA — improve financial performance P (see Sec-
tion 8.3);

• (effective rank) minimise total batches execution time — lower impact on other
parts of the system and reduce total UI/API actions execution time;

• (working rank) minimise resources consumption — using decomposed signals data
from earlier executions, see Chapter 6,

under various constraints such as, for example:

• fastest end of processing time;

• resources usage: e.g. maximum SMA of DB pools utilisation, maximal CPU utili-
sation;

• reduce (minimise) the amount of schedule changes.

A similar problem was already explained in Chapter 6 while discussing the ASM-SD
method.

Let b(t) ∈ b denote a batch job run that is effectively one of the systems actions, b ∈ a, of
normally far longer execution time than other actions b(t)� a(t), and where the system
starting the routine has planned b(t0, t), called by a scheduler in time t0 rather than
another entity like users for UI or 3rd party system for API, making the sources of load
much less predictable.

Financial performance increase P ∼ fSLA as a composition of revenue R and costs C (see
Equation 3.1 and Section 8.3), effectively relies on allowing stable high activity and low
resources usage.

Each of the batch job runs use resources r(t) ∈ r. After SDCIC selection and ASM-SD
deconvolution phases each of most important batch jobs bi can have mik entries in the
convolution (mixing) matrix M assigned to resources rk (cf. Equation 6.3).

Again, there are many non–linearities, which have an impact on batch jobs execution
times and resources utilised (see Section 6.2), thus it will be treated as a general NLP
optimisation. Therefore, formally:

arg min
bt0∈Ts

(∑
k

(
r̃ak +

∑
i

(
mik(rk)bi(t0, t)

)))
, (8.2)
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Figure 8.15: Sequence of reschedule processing, ASM-SD search and batch scheduling
optimisation.

where t0 is unknown (searched) time in future and indicates start of a job, so bt0 is a vector
of new batch schedule that is part of new feasible settings of all batch jobs Ts ∈ C for
which the equation in brackets (the objective function) attains its minimal value, under
C as a global set of job constraints. mik denotes coefficients of service load (found in the
ASM-SD process) forming a mixing matrix M of size r × a ∪ b, which causes changes in
rk after ai and bi calls. Batch jobs and resources are denoted by bi as the i-th batch job,
rk as the k-th resource and r̃ak =

∑
i

(
mik(rk)ãi(t)

)
is a footprint on resources usage by

expected in prognosis ã actions, where ãi(t) is the anticipated t-th action.

In this context the objective function values explain the system load under expected
actions a and scheduled batch jobs b in a scope of the considered time t and the solution
is a schedule of batches bt0 .

Notice that resources rk ∈ r are weighed with the same priority when the mixing matrix
M coefficients are taken into account in the search objective function. It is possible,
however, to introduce weights and expose them to a calibration process if some of the
resources are more valuable for the stability or any other NFR to reflect protection over
given resources.

8.8.5 Objective Function Processing

Figure 8.15 depicts the wider process of optimisation. Let’s review in more details the
sequence of processing phases and their nature, which is analogous to process of rules
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evaluation explained in Section 8.5.2:

1. Preliminary search of batches load characteristic:

As defined in Eq. 8.2 the objective function requires mixing matrix M as an entry
parameter. The metrics are being found in the ASM-SD process (see Chapter 6).
This step introduces information on effective footprint of given action/batch on
resources. Not only batch jobs but action executions are also taken into account in
that processing. This is essential to consider other activity in the system to establish
wider matrix M , and to factor in the additional expected resource intensive actions
activity.

2. Batch jobs optimisation process:

(a) Search run:

The problem space is being searched with use of the objective function, Eq. 8.2.

This phrase is checking the parameters for function calculation and the func-
tion itself is extended by boundaries and constraint conditions, as shown in
Section 8.8.6.

Notice that many EIS allow application super users to trigger batches manually
regardless of scheduled times. Those manually requested batches naturally
extend the knowledge of the systems States S and contribute to better control
in the future after load characteristics are derived during ASM-SD processing.
Thus, such manually requested (not scheduled) batch jobs, often even of the
same class types as those that are scheduled, should be treated as other actions
a.

(b) Estimating new batch jobs schedule and their effect on resources utilisation:

This step would effectively change the search from static to dynamic system.
To simplify the further processing and to avoid recursion, only one cycle is
performed to (i) calculate new batch execution based on .... and (ii) effect on
resources utilisation.

(c) Projecting new execution times of batches:

This step is important especially under real–time conditions. Since batch jobs
times are functions of resources allocation, their execution time change signif-
icantly when required resources are expected to be over–utilised – the earlier
collected data are in use and the sooner the objective function takes that into
account. Therefore, after using the found coefficients of the mixing metrics
M to calculate the expected footprint on resources, the objective function can
adapt the execution times. Of course, the updated execution times will have
an impact on resources used, but a single cycle is in use to avoid expensive
recursion. In experiments it was found that a single adaptation cycle could
give satisfying approximation.
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(d) Projecting new batches SLAs:

In a context of the control framework of this work the priorities are set by
monetised SLAs. Since both SLA definitions are known and planned batch
jobs have estimated the execution times (a), and resources utilisations (b)
have been projected, it is possible to calculate synthetically the SLAs.

8.8.6 Scheduling Constraints

The optimisation must be performed under several constraints (boundaries) representing
technical, regulators and business requirements, which demand listing and explanation:

1. Time–windows boundaries in the search space:

In order to reduce the search space dealing with practical maintenance aspects the
schedule perspective is limited to time–windows, e.g. next hour, 8–hours shift, a
day, or a week. Depending on algorithm used the optimisation can be controlled
by search arguments parameters or barrier function given by additional penalisation
coefficient for which the optimisation function value is sharply rising when arguments
are above the expected limits (Di Pillo and Grippo, 1989; Smith and Coit, 1997).

The time horizon is split to time buckets that reduce the search problem and convert
it to discrete space. So the new start of a batch job time t0 can be limited to a
time bucket precision. Typically the buckets are big enough to reduce the space and
adequately small to reflect the nature of the batch jobs execution times. In a typical
case for heavy batch jobs hours in a day or a week, see Figure 8.16, and for shorter
batches minutes in 8–hours or a day should be sufficient, see Figures 8.17 and 8.18.

2. Execution time boundaries:

There are two categories of this boundary type: (a) certain batches have deadlines
and must finish before the time, and (b) the time horizon of the scheduling plan is
limited and the search criteria should steer the batch jobs to not execute after the
limit13.

In this case a dynamic penalty solution of barrier function applied in a similar to the
aforementioned use–case gives very good results. Whenever the expected batch job
execution under tested t0 is going to finish breaking the constraint of the permitted
time the penalty is being calculated to the optimisation function.

3. Lowering quantity of schedule changes that introduce limited value:

An operation team may face huge challenge when the new schedule is completely
different than previously set and overall expected value after calculation is still quite
comparable with improvement gain when shifting one or limited portion of the jobs

13This criteria also reduce a type of optimisation errors due to pushing all batches out of the window
of the scheduled plan and by this minimising the function to lowest possible value.
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subset. From the business and human–operator perspective it is better to shift one
batch that hundreds for the similar value; simply it is just easier for humans to
monitor the action and evaluate the next round.

In order to prevent the optimisation to give as a solution, one could argue a chaotic
set of schedules (likely to be find when the search space is flat) with new batch job
times bt0 , the objective function can be extended by an extra coefficient that would
inflate the value slightly when the t0 is further from the original position.

4. Avoidance of high SLAs of batch jobs.

High SLA values in history data found for system states S are under consideration
in the search. High SLAs differences and disproportions to earlier observed values
may be symptoms of large utilisations. That should be avoided even if total SLA
under whole time bucket and search time window is lower and optimisation on high
executions times works as expected. In most cases a new execution time of a batch
job can be derived from calculated resource footprint by found in ASM-SD mixing
matrix M .

Additional boundaries should prevent such situations.

5. Evaluation of “positive” and “negative” outcome of previous control actions:

Since the control process of batches has more proactive planning activity charac-
teristic rather than very reactive control style as in action termination, see Sec-
tions 7.4.4 and 8.5.2, the earlier control evaluation process and rules induction are
integrated–into the search process.

This part could be equally analysed above when details of the optimisation function
processing were tackled. Nevertheless, it has been explained as a constraint since
the evaluation part of the new schedule search process relies on further penalisation
as avoidance of “negative” control decisions implications. Those “positive” will not
be additionally reinforced.

Therefore evaluating “positive” and “negative” outcomes of previous control actions,
as in Rule 2 explained in Section 8.5.2, is now part of the ASM-SD process and fitness
function implementation with constraints14. Rule 3, the epsilons–greedy strategy is
applicable to scenarios where search space around minima is flat – in such case
stochastic optimisation algorithms like metaheuristic search, e.g. SANN, PSO or
GA naturally support that fit.

6. Intervention on the batches selection:

Based on performed SDCIC and ASM-SD methods the human operator or part of
an automated decision maker can allow only certain batches to be scheduled. This
is a similar scenario to outlined above since one could argue this part is the core
scheduling fitness function. Analogously an administrator could select a shorter
window of time for the schedule optimisation, i.e. per a given geographical region

14In fact this reflected implementation of the Control Scheme of Type 2, see Table 8.2.
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business time, e.g. during the night before the business day in Europe making sure
all batches end when the business start there.

7. Grouping the batches:

The batches could be grouped in categories of different execution profiles, where
batch classes of similar resources footprint and execution times are replaced with
a new type of a batch for the global batch system optimisation. Such a step will
greatly reduce the search space and smaller the mixing matrix M . Another dimen-
sion worthy consideration is a entry–results–parameters chain dependency between
batches. Especially in situations when the expected execution time of the whole
sequence of batches is an important factor, such linked batch jobs may create a new
batch type.

8. Cap on selected resources utilisation:

Even after considering footprint on resources of expected from the previous cycle
actions, an operator group would like to set up a margin of headroom for critical
resources like CPU, IO, DB pools, or memory so they cannot be higher than a
certain configurable level.

Linked with scenario (4) this boundary is especially important under real–time
conditions declared under SLAs of other action classes. The boundary can be present
in specific time–windows or operating regions of system states S when there is
projected risk of higher load coming from actions.

9. Regulating expected tardiness versus promptness:

In certain situation it may be more in favour to delay batch processing than shift
them backwards. The operator team may request in calibration phase this condition.
This is especially important in batches that are scheduled in sequences since there
is a data level dependency (input of some rely on results of earlier batch jobs) or
there is a hierarchy of batch jobs.

In such situations the objective function can be extended by another linearly or
exponentially building value of penalty when the t0 increases.

This can be an interface for yet another meta–regulator used by human–operators
who can chose expected tardiness versus promptness of a given or group of batch
jobs in the new schedule.

8.8.7 Objective Function and Constraints Implementation

The search space of Eq. 8.2 is complex with multi local minima. Thus, selected meta-
heuristic methods that typically exhibit good performance in such conditions are tested
(Martello, 1990; Pisinger, 1995).
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Figure 8.16: Visualisation of batch jobs execution time for the simple scenario, where the
time bucket is an hour and the optimisation time window is 24 hours.

Exact algorithms or traditional heuristics that also give satisfactory results even in high–
dimensional problem will not be tested.

In order to determine the next round of control strategy by finding better schedule of
batch jobs following search approaches have been explored: SANN (Kirkpatrick et al,
1983), PSO (Kennedy and Eberhart, 1995; Poli et al, 2007), and GA (Goldberg et al,
1989; Mitchell, 1998; Michalewicz, 1996). In all of those stochastic optimisation methods
solutions evolve following a compatible style of objective function, so the core functionality
does not have to change significantly. All of the approaches are well explored and have
generally available, stable implementations in many modern platforms.

Intuitively the data representation of the problem is a two–dimensional table with batch
jobs and time buckets as presented on aforementioned Figures 8.13 and 8.14. However,
in order to ease the search of new start times bt0 it is easier to convert batch jobs data
into form of Gantt–like charts presented on Figures 8.12 and 8.16, where there is no risk
of a collision with another job15. Figures 8.17 and 8.18 demonstrate ordered schedule by
start of the batch job in order to help the reader to see the overlapping time regions and
those times where there is no actively operating batches.

The testbed is implemented in Java, thus the easiest to integrate it was to use Java
implementations of above search algorithms. Following have been used: for SANN: jan-
nealer16 (Mégnin, 2003), for PSO: JSwarm-PSO17 (Cingolani, 2006), for GA: Jenetics18

(Wilhelmstötter, 2012).

15Still, an attention needs to be paid to problem of dependencies between batches highlighted above.
16jannealer: Java Simulated Annealing Package, version 1.1, updated 2003-04-02
17JSwarm-PSO, version 2.08, updated 2009-08-18
18Jenetics: Java Genetic Algorithm Library, version 4.3.0, updated 2018-10-28
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Figure 8.17: Visualisation of batch jobs execution time for the medium complexity sce-
nario (before optimisation), where the time bucket is a minute and the optimisation time
window is one hour.
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Figure 8.18: Visualisation of batch jobs execution time for the complex scenario (result
after the optimisation), with 465 batch jobs and where the time bucket is a minute and
the optimisation time window is 7 hours (time before a start of the business day)
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8.8.8 Actions Micro–scheduling

Action with termination during execution is in fact a form of micro–scheduling, see Sec-
tion 8.7, where the neural block model contains direction on control, and no extensive
search process is needed. Also the required instrumentation to perform micro–scheduling
actuation is the same. Thus, in a pure form, micro–scheduling is difficult to be applied
and perhaps not much beneficial for most of the modern UI/API driven actions that as
per design execute under a sub second. Search is an expensive process, so there are two
options to alleviate that challenge: (a) reoccurring online–optimisation for selected action
types setting a tight end of job execution actioned by a termination actuation, (b) the
entire class of actions could have a cyclically re–calculated delay, this could be a good
solution especially for functions running under FaaS model. Furthermore, ESB or asyn-
chronous brokers normally use queuing messages and could employ delays to reduce key
resources utilisations.

8.9 Scheduling Process Experiments

Regardless of a scale of details used in the optimisation function delineated in Section 8.8.5
the metaheuristic methods used ought not to change the general nature and complexity
of the search. The simplifications due to elimination constraints calculation or limitations
in core optimisation function should have constant effect on search execution time.

In order to investigate the runtime characteristics of different search methods there are
three scenarios generated based on ASM model data, that explain different system load
situations for the search problem in measured SLA conditions, named: simple, medium
and complex. Figure 8.16 presents the simple scenario with a schedule of 10 very long
running batch jobs (could be groups or longer sequences of jobs), where the time bucket
granularity is an hour and the time window of search is 24 hours long. Medium complexity
scenario was shown in Figure 8.17 containing 100 batch jobs which run up to a few minutes,
so the precision of time bucket length was set to a minute and planning horizon an hour.
Whilst the most complex scenario containing 465 jobs planned of total expected time
equal to 978 minutes for 7 hours planning window with a minute time bucket precision
was presented in Figure 8.18.

As mentioned earlier in Sections 8.8.3 and 8.8.7 the approach to the scheduling problem
was tested with use of three general scope metaheuristics methods: SANN, PSO, and GA;
Figures 8.19, 8.20, and 8.21 show the details of dynamics of the search trajectories for all
applicable scenarios respectively and different base populations. Navy blue cross points
indicate solution values in function of subsequent generations, red points mark the worst
and green the best solutions found so far.

Table 8.8 contains totals of performance observations of the scenarios experiments. The
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Figure 8.19: Comparison of batch jobs optimisation for SANN across all 3 scenarios.
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Figure 8.20: Comparison of batch jobs optimisation for PSO across all 3 scenarios.
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Table 8.8: Results of batch jobs rescheduling process execution times for simple, medium
and complex scenarios.
Problem, Evaluations SANN PSO GA
Space Size (Population x (jannealer) (jswarm-pso) (jenetics)

Iter. Limita)
ETb BSc (I%d) ET BS (I%) ET BS (I%)

Simple e 50k (50x1k) 173ms 88 (76%) 131ms 93 (81%) 587ms 89 (77%)
100k (100x1k) in 6248 iterations 225ms 89 (77%) 770ms 88 (76%)

Medium f
10k (10x1k) 11sec 1303 (46%) 840ms 1680 (60%) 899ms 1507 (53%)
50k (50x1k) in 224k iterations 2967ms 1611 (57%) 1307ms 1407 (50%)
100k (100x1k) 9356ms 1571 (56%) 2524ms 1380 (49%)

Complex g
10k (10x1k) 3700sec 23917 (62%) 11sec 18718 (48%) 6sec 19249 (49%)
50k (50x1k) in 11.5M iterations 37sec 18638 (47%) 18sec 15220 (39%)
100k (100x1k) 53sec 18632 (47%) 31sec 14488 (37%)

afor PSO and GA iteration limit is 1000 (1k) for all runs
bExecution time
cBest solutions value
dImprovement as a percentage of original solution value
eSimple scenario, (24h)6b, no change solution value is 115, Figure 8.16
fMedium scenario, (60min)100b, no change solution value is 2802, Figure 8.17
gComplex scenario, (7h× 60min)465b = (420min)465b, Figure 8.18

comparison shows, in columns respectively: search space size, algorithms run parameters
(number of evaluations as stopping criteria, population size, iteration limit), execution
times, best solution values and percentage of optimised solution (the lower the better) for
each of the methods. All values presented are averages of 10 subsequent search runs.

As we can see SANN seems to be outperforming other methods in simple scenario able
to find better solutions faster. Unfortunately it is quickly loosing ability to perform well
under more complicated scenarios. Both PSO and GA operate very well in medium and
complex scenarios. GA is finding better solutions and faster which may be a result of
more recent implementation able to utilise all cores in full capacity.

8.10 Evaluation with Model–driven Prediction

The experiments scaffolding constructed allows on profitability analysis of system deployed
in SaaS, FaaS or PaaS realm. It permits researchers, software developers, enterprises
and cloud service providers, respectively, interpreting flexible SLAs measures, actions
count and SLA values in a context of load to the systems and its global state. DES
model contains built–in assumptions of vital elements of general queuing characteristic
that is essential and core phenomena of computing systems. As explained earlier in
Section 8.4 the testbed design follows the model-–driven experimentation approach, where
the DESMO-J model implementation of the computing system can explain the details
of CPU, disks and memory interactions on load and type of action. Based on queues
parameters the model can differently reflect specifics of action types and their run–time
interference in the same EIS ecosystem, see Section 8.4.1.

Since the model of the system can give answers to queries of the resources footprint
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characteristic and actions execution time, it can be used to prepare the extended training
set of future control actions for more hypothetical, possible, and with some certainty
expected system states S̃. Therefore this property can be used as a predictive measure
that can be used by autonomous control system in a form of a grey–box system. Model–
based performance prediction using DESMO-J has been studied by Becker et al (2007,
2009) and by Reussner et al (2011, 2016) in order to simulate performance to support
design and specify component–based QoS–driven software architectures in a parametric
way.
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Figure 8.22: Architecture of the controller with predictive Evaluator (top) and neural
decision block (bottom). The evaluation processing combines response of many models
that support the Evaluator in simulations of anticipated situations and other not yet
measured system states that give more precise training set for neural decision blocks
deployed to the system or weaved into the code of application.

Figure 8.22 illustrates an example of a controller architecture allowing the evaluation
process to rely on many complementary models like neural, statistical or queue models
that support the Evaluator component, see Section 8.5.2, in simulations giving base to
predictions of anticipated situations and other not yet measured system states, S, that
give more precise training set for neural decision blocks, see Section 8.5.3, deployed to the
system or weaved into the code of application to deal with action termination, see Sec-
tion 8.5.4. Those models can depend on collected systems states data19, with methods and
capacity discussed so far in the thesis, however, can also incorporate such elements as: (a)
description of the systems explaining structure of the architecture, systems connections,
or even code–base, that would offer stronger ground for causal inference of control actions
enforced by (b) assumed by operators characteristics and tested interventions. The mod-
els containing joint run–time characteristics, C, of actions, a, resources, r and response
to measured SLA, fSLA, can assist in more comprehensive evaluation process and better

19The model parameters explaining of how resources are used can be established in load test or based
on selected form data in isolated runs, and then in normal work can be adjusted by admins or retrained
automatically.
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training sets for actuators. While the Evaluator (at the top) can work simultaneously
to the EIS and ASM control system operation, the decision block (at the bottom) needs
to constantly stay active in alert to deal with ongoing monitoring and control actuation.
Thus, the responsiveness and performance of the selection of system states, S, observa-
tions consolidation, categorisation, judgement of earlier and future control actions is not
that critical as efficiency of decision block where actuations must be done in a sequence of
the request processing. Furthermore, the evaluation can be executed more sporadically,
as per a given schedule (as in the above sections), or per a specific event like quite new
situation of far different system usage or lower control quality that require re–positioning
the control rules. Since this processing requires substantial computation power its execu-
tion should be optimised with the aligned views of the overall resources utilisation of the
wider control and production system, see Section 8.8. Consequently, the decision blocks
form and design should be simplified to bare minimum, so it does not allow on more com-
plicated, elaborately processed control steps, and support fast business context request
processing, under high load, to satisfy high throughput and minimal latency NFRs, es-
pecially important in context of real–time SLA guarantees. In general, the control block
deals with tactical control decision making, whilst the evaluating process is responsible
for more strategic planning of most probable eventualities 20.

8.11 Summary and Contribution of the Chapter

In EIS high load situations and requirements for stable service at times of peak demand
are typically dealt by increasing computational power (i.e. auto–scaling) or by releasing
load (i.e. terminating incoming, rescheduling planed activities). This chapter was focusing
on non–acquisitive control methods, where establishing the right priority of control plays
key role, that in this work is derived from SLA definitions, evaluation of system states
and observation of the current situation.

The experiments identified many benefits, qualities, but also implications of the termi-
nation control and rescheduling batches when it is applied to different action types of
distinct run–time characteristics under dedicated service level objectives by SLAs.

The limitations and potential of application to the ASM tools and industry with a special
focus of a context of non–acquisitive control techniques will be discussed further in the

20This design foundations remind a situation of (a) conscious and (b) subconscious and sleep processes
of a human brain, which is of course far more complex, but in principle, give some ground of analogy to
above assumptions. The subconsciousness, which is the part of the human mind that is not currently in
awareness and operating associations and impulses outside of consciousness, is analogical to the processes
of systems states monitoring, collection, persistence and evaluation. The conscious thinking, when mind
is aware of senses, cognitive processes and perception is active, is comparable to control actuation as a
tactical operation of the controller in the system. The need of even immediate (when global resource
permit) execution of the evaluation process (full or partial), which is inferring better control actions as a
foundation for adaptivity principle, is similar to human ability to imagine that is basically a capacity of
human brain of simulating events consciously with use of earlier gained experience.
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next Chapter, see Sections 9.5.1 and 9.5.15.
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Chapter 9

Applications

“The important thing in my view is not to pin the blame for a mistake on somebody,
but rather to find out what caused the mistake.”

— Akio Morita (1921 — 1999)

“You‘ve got to start with the customer experience
and work back toward the technology – not the other way around.”

— Steve Jobs in 1997 (1955 – 2011)

This chapter reviews the research findings in the background of market and industry
needs. It addresses questions where this work can be applied, incentives for adaptation,
but also discusses open problems and the approach limitations.

The industry application realm was guiding the research of ASM control in area of enter-
prise systems since the very beginning. Thus, the every method tested was discussed in
earlier chapters under pragmatic spotlight. Elements of the approaches were implemented
in ready to be employed state, easily applicable to proof–of–concepts suites in the com-
mercial field. Nevertheless, despite the effort, it is worthy to explain the general various
needs in Sections 9.1, 9.2, 9.3 and 9.4, to highlight potential of the non–acquisitive
control methods in Section 9.5, and to discuss limitations from industry stand point of
view in Section 9.6.

9.1 Enterprise Systems Development

ASM systems contain definitions of artefacts and their connections explaining the ar-
chitecture and collect run–time data of system states, S, in order to explore unknown
execution characteristics of systems under observed clients activities and given control

217
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interventions, see Chapter 4. Building the total system model, C, is difficult due to vast
problem space and many uncertainties, see Chapter 5 and 6. All control methods were
designed and investigated in a context of targets gaining better financial performance, P ,
and customers satisfaction defined by SLAs functions, fSLA, so driven by truly business
directions, see Chapters 7 and 8.

Although, the background of interactions dynamics between customers, software and de-
ployment architectures are deep and complex, the nature and emerging standards of key
elements of EIS requirements are certain and commonly observed. Let’s review them from
three separate perspectives: (1) architecture, (2) deployment, (3) systems development.

1. Architecture:

(a) Systems clients’ requirements shift towards subscriber model of service, thus
architecture paradigms align around high scalability principles.

(b) Microservices and many smaller integrated systems following promises of SOA
paradigm under orchestration form wider often distributed systems (Lewis and
Fowler, 2014; Dragoni et al, 2017a,b; Zimmermann, 2017).

(c) Enterprise architectures and foundations of web, mobile and services exposing
systems functionalities need to be flexible to allow them to last for longer;
the redesign and implementation are part of operations, and refactoring is a
continuous effort (Fielding, 2000; Coplien and Bjørnvig, 2011; Fowler, 2018;
Humble and Kim, 2018).

(d) Systems require communication of more and more distributed geographically
services providing computation and storage amongst many locations forming
Internet of Things (IoT) under concepts such as edge or fog computing (Bonomi
et al, 2012; Singh et al, 2021b).

(e) Applications are progressively seen as business logic packages that are just one
of the system parts; others are supporting more NFRs like monitoring, access
control, audit, performance logging are more and more often extracted in a
form of external and reusable services.

2. Deployment:

(a) Recent years of software development highly utilise deployments using cloud
computing (Briggs and Kassner, 2016; Ford et al, 2017) that is heavily reliant on
virtualisation and containerisation (Goldberg, 1974; Rosenblum and Garfinkel,
2005; Smith and Nair, 2005; Watada et al, 2019).

(b) Many multi–tier and cross–platform systems form larger ecosystems of loosely–
coupled enterprise applications (Hohpe and Woolf, 2004; Fowler, 2012; Humble
and Kim, 2018).
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(c) PaaS and Application Platform as a Service (aPaaS) powered by containers
deployments turns more IaaS, i.e. AWS ECC and Azure containers (Watada
et al, 2019).

(d) FaaS and serverless computing significantly simplify and lower costs of fine–
grained services deployment (Baldini et al, 2017).

(e) There is a progressing business–driven Separation of Concerns (SoC) on coarse
grained system level provided by SOA that is powered by cloud computing
especially under SaaS but also FaaS model; where different decoupled systems
are introducing targeted functionalities are closely integrated with each other
(Sharma et al, 2011; Lewis and Fowler, 2014; Pautasso et al, 2017a,b; Dragoni
et al, 2017a).

(f) Business development and operations teams collaborate closely declaring re-
quirements using modelling languages or notations like Unified Modelling Lan-
guage (UML), Systems Modelling Language (SysML), Entity Relation Diagram
(ERD), Service–oriented modelling framework (SOMF), C4 and Business Pro-
cess Model and Notation (BPMN) offering common ground for widely under-
stood documentation that can be integrated with service management systems
– cloud computing vendors (AWS1, MS Azure2, IBM Cloud3, Google Cloud4)
offer specific dialects of graphical modelling to define required architectures
notation (Fehling et al, 2012; Norton, 2016).

3. Development:

(a) Data collection and processing of performance metrics are intertwined with
business targets; monitoring of business and operational metrics is essential
not only for SLAs, but for more aggregated, coarse–grained KPIs and other
economic factors (Reis, 2011; Humble and Kim, 2018).

(b) Financial performance, P , is incorporated into projects and maintenance work–
streams giving insights for budgeting and Return of Investment (RoI) cal-
culations; experimentation, design, development, deployment and long term
maintenance are part of iterative phases proceed under CI/CD regimes, where
infrastructure expenditure is just one part of the larger cost equation (Pop-
pendieck and Poppendieck, 2003; Reis, 2011; Humble and Kim, 2018).

(c) Cycle of business requirements building, starting from domain experts explor-
ing the business areas and subsequently involving in tight team collaboration
of specialist like analysts, designers, architects, developers, dev–ops, testers
(that have wider vision and overlapping domain expertise, but separately de-
fined roles), ending the feedback–loop on customers and domain experts in-
teracting with the system (Beck et al, 2001; Fowler and Highsmith, 2001;

1https://aws.amazon.com/architecture/icons/
2https://docs.microsoft.com/en-us/azure/architecture/icons/
3https://github.com/ibm-cloud-architecture/ibm-cloud-stencils/
4https://cloud.google.com/icons/

https://aws.amazon.com/architecture/icons/
https://docs.microsoft.com/en-us/azure/architecture/icons/
https://github.com/ibm-cloud-architecture/ibm-cloud-stencils/
https://cloud.google.com/icons/
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Poppendieck and Poppendieck, 2003; Highsmith and Highsmith, 2002; Cock-
burn, 2004; Cohn, 2004; Cockburn, 2006; Janes and Succi, 2014; Stellman and
Greene, 2014).

(d) Validating whether a change meets NFRs needs to be as short as possible;
modern standards of CD require the team to mark the change as ready in a
business day (Humble and Farley, 2011; Humble and Kim, 2018).

(e) RCAs of problems found and issues reported in fast feedback–loops need to be
very fast; ideally starting and finishing in one business day.

(f) Fast adaptation needs are present on many organisation levels driven by such
factors like: market–business niche shifts, clients behaviour, organisation struc-
ture, technology changes, methodology, and finally day–by–day fluctuations of
load (Beck et al, 2001; Poppendieck and Poppendieck, 2003; Reis, 2011).

(g) Empowered and multi–skilled development teams craft and maintain products
in a lean and agile fashion following various levels of feedback, see Figure 9.5;
from PDLC, SDLC, via agile ceremonies, to micro feedback loops organically
improving development team efficiency (McBreen and Hendrickson, 2002; Am-
bler and Lines, 2012; Hoover and Oshineye, 2009; Martin, 2009; Bass et al,
2015; Sussna, 2015; Kim et al, 2016; Larman and Vodde, 2016; Leffingwell,
2018; Humble and Kim, 2018).

All above presented EIS development trends state crucial requirements for the modern en-
terprise systems, which define the specification space of new class of ASM control systems.
The ASM suite needs to react to holistic needs that drive optimisation from perspective
of computing resources, organisation, software, and market interactions, see Figure 9.1.

Proposed novel approaches to non–acquisitive control methods like actions termination
and rescheduling explained in Chapters 7 and 8 offer another level of service adaptation
that typically reduces the need for computation power at times where the given service is
impacted by higher than anticipated load.

In order to prepare the ground for discussion of specific applications and potential of the
methods discussed further in Section 9.5 it is important to explain the rationale of market
and industry needs in a background of crucial limitations the industry faces in Section 9.2,
review of other, often non–technical requirements related to organisations and operators
needs in Section 9.3, and discuss constraints of software–level control in Section 9.4.
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Figure 9.1: Circle of organisation, software, computing resources and market interactions
governed by ASM suite for holistic optimisation needs. Platforms and architecture in
showed in bottom–left corner have been outlined in this section, for bottom–right “Market”
see Section 9.2, for top–right “Organisation” see Section 9.3, for top–left “Software” see
Section 9.4.

9.2 Market and Industry Needs

Over 20 years ago a great enthusiasm related to the new economy based on information
technology available to everyone who could open a web browser started widespread judge-
ments that foundations of economic principles were no longer applicable to the new world
supported by internet technologies. That false thinking was a foundation of the dot–com
boom, bubble, and finally, the financial crash of 2000–2001 (Buenstorf and Fornahl, 2009).
Although many technology companies were able to endure the crisis (it is estimated that
48% of dot–com companies founded since 1996 survived through till 2004) their valua-
tions were small fraction of maximal values around their peak (Goldfarb et al, 2005). The
global acceleration of e–commerce and new trade strategies (Plant, 2000), economies of
scale and international technology–integrated industry (VanHoose, 2011) introduced new
means of differentiation of goods (Reynolds, 2000). As the Information and Communi-
cations Technology (ICT) sector stabilised and technology companies consolidated, many
larger players such as eBay, Amazon, Google and IBM naturally gained more market
share and spread domination in their market niches of more specialised services.

As early as in 2002 European Commission through the Directorate General Information
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Society activities triggered discussions around factors improving Small and Medium–sized
Enterprises (SME) in area of business and e–commerce needs. Those led to building con-
ceptual framework of digital business ecosystems as an advanced networked organisation
models for ICT companies. The discussion identified several impediments such as lack of
technological solutions and interoperability, or high costs of the introduction of e–business
practices to live systems, but also highlighted the shortage of knowledge and technical
skills in SMEs that are backbone of western economies, as a great deficit slowing fur-
ther local development of the information era (Nachira, 2002). United States agencies
were tackling similar problems by many initiatives researching and improving e–business
adoption (Korchak and Rodman, 2001). Further socio–economic development of 2000s
catalysed by dynamic changes of ICT structure and new technical means required even
more emphasis on building the co–evolution between the business and the technology form-
ing the digital ecosystem; as a complex system established on such pillars as free market
economy of services, formal languages that evolve and proliferate, open source movements,
common (possibly regulated) practices, and communities found on open knowledge and
open governance principles (Nachira et al, 2007a,b).

In order to give a commercial response alleviating those problems and optimise internal
capital and operation expenditure larger organisations began providing their infrastruc-
ture for other enterprises. From 2006 such organisations like Amazon, Google, Microsoft
or IBM5 started sharing their excellent computational power and resilience potential un-
der platforms and the term cloud computing was coined6. In 2008 Gartner (Plummer
et al, 2008a,b) outlined cloud computing as an emerging delivery model for wide ICT
sector, that offer massively scalable, resilient and elastic computing services. The report
defined the field as “a style of computing where massively scalable IT–enabled capabilities
are delivered ‘as a service’ to external customers using Internet technologies.”. Thanks to
decisions which led to focusing on commodity parts cloud providers were able to quickly
scale the model to growing demands of clients small and bigger enterprises.

More on the historical background the reader can find in the documentary Appendix Sec-
tion B.1.

Following the software improvement review the explanation will now move to analysis
of human and organisation requirements in Section 9.3 followed by software execution
control constraints discussion in Section 9.4.

5In 2006, Amazon created AWS and introduced its AWS EC2. In 2008, Google started Google App
Engine (GAE). In 2010, Microsoft released Microsoft Azure. In 2011, IBM opens the IBM SmartCloud.
In 2012, Google releases Google Compute Engine (GCE) as IaaS response.

6The first wide publicity use of “cloud computing” in the currently understood context occurred on
Search Engine Strategies Conference stated by Google CEO Eric Schmidt on August 9, 2006.



9.3. Human and Organisations Requirements 223

9.3 Human and Organisations Requirements

This section will be discussing context of other non–technical requirements that are nec-
essary to understand the wider picture of EIS systems working under ASM frameworks.

In order to define areas of specific applications of researched non–acquisitive control meth-
ods, see Section 9.5, it is important to highlight specific needs that are present in organ-
isations employing ASM suites in a background of: (1) limitations of full autonomous
control – Section 9.3.1, (2) risks of dispersed knowledge, where no single agent has a
full information – Section 9.3.5, (3) low transparency and accountability tracking – Sec-
tion 9.3.5, (4) psychology of individuals and groups, exhibiting certain human oriented
limitations – Section 9.3.4, (5) distributed teams of many roles, especially visible in larger
organisational context – Section 9.3.5, (6) human cooperative control, and augmented
intelligence.

9.3.1 Automation Limitations

It has been highlighted on several occasions in this study that the adaptive controller,
alone, without human interaction faces several challenges impacting the control perfor-
mance. The organisational, commercial and technical optimisations are main fields of
exploitation of this work. Of course there are also philosophy, ethics and safety limitation
aspects related to autonomous controllers which will not be tackled in this thesis (Russell
and Norvig, 2002).

First of all, the space of the control problem is very complex and learning with interaction
with the plant consumes significant time. Solution speeding and intensifying the process
is to allow the controller to take actions since the beginning. However, this is coming with
certain risks of significant overreactions, as discussed in Chapter 7.

Every EIS system is different and the ASM suite need to be deployed and installed in a
context of a complex ecosystem of interaction and dependencies. Thus, the system needs
to be parameterised and allowing flexible setup, so the coordinated by by human operator
tool can be further exposed to other teams. It is a clear observation that ASM suites
equipped with adaptive controllers require larger amount of preparations. Therefore the
performance of the ASM suite effectiveness depends on highly skilled operators.

9.3.2 Joint Human and Machine Interactions: the System Under
Control

Adaptive algorithms, some of them tested and discussed in earlier chapters, require tuning
and wider context of the system. Many data are collected directly from the live systems
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still the certain details and integrations need to be setup by domain experts.

The emerging discipline allowing human to interact with learning systems is Interactive
Machine Learning (IML). That tackles is the design and implementation of algorithms
and Intelligent User Interface (IUI) frameworks facilitating better joint cooperation of
human with systems. IML seeks to complement human perception and intelligence by
tightly integrating these strengths with the computational power and speed of computers
(Dudley and Kristensson, 2018).

Positioning human operator in the loop of learning systems to orchestrate the data input
and decide on the qualities of data should be a central goal of the design principles of future
ASM. There are several broadly accepted guidelines for the designers of applications that
use elements of data–driven control and autonomous online–decision making. Selected
solution principles identified based on work of Dudley and Kristensson (2018) conclusions,
are:

1. Make task goals, performance and SLA constraints explicit.

2. Support operator understanding of model uncertainty and control confidence – es-
pecially important at the beginning of ASM execution or after releases.

3. Capture intent rather than input – i.e. define performance goals for both the con-
troller and development teams, set SLAs changes for re-negotiations.

4. Provide effective data representations and visualisations for insights.

5. Exploit interactivity with user and other departments promoting rich interactions.

6. Engage human operator to manage the right level of concentration, encouragement
and arousal.

Figure 9.2 presents an example of sequences of joint effort of human driven modifications
and adaptive controllers in a context of SDLC release cycles. The figure shows cycles of
human and adaptive controllers engagement for developers, the business representatives,
DevOps and AIOps.

9.3.3 Human Cooperative Control

AIOps as a new emerging interdisciplinary field (Prasad and Rich, 2018) tackling needs
of systems operations where complexity is steadily increasing to a level where the man-
ual operations around such tasks as system monitoring, anomaly detection, root cause
analysis, overload–prevention and recovery become infeasible. The field is in a dynamic
growth to become a de–facto standard set of techniques for IT operation management
(Dang et al, 2019; Bogatinovski et al, 2021; Arya et al, 2021).
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Figure 9.2: Sequence of human–guided control, autonomous and adaptive control.

Building ASM suite to support AIOps features requires holistic design and wide con-
sideration of the whole problem space, from business initiatives, value and constraints,
collected data, trained models, to system and process integration, see Figure 9.1.

Manual administrators, DevOps and operators tuning interactions with the system should
be recorded, extending system run–time model and define a knowledge–base for future
controller actions or just suggested actions performed manually by the staff as extension to
used in manual resources management (for not–autonomous ASM goals), see architecture
proposed by Hasselmeyer et al (2006).

Cooperation between manually managed ASM system by administrators, DevOps or
AIOps decisions, autonomous control and adaptive control is an intriguing aspect. Mix-
ture of interactive and automatic approach can lead to interesting results. Interactive
Evolutionary Computation (IEC) use evaluation techniques that rely on human inno-
vation (Takagi, 2001). Usually human evaluation is necessary when the form of fitness
function is difficult to determine or not known. In the ASM field administrators’ decisions
and taken actions can lead to new situations recorded in metrics knowledge repository,
which is later explored by evolutionary optimisation methods. Such a cooperative adap-
tive control with service termination methods has been discussed earlier in Chapter 8.
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9.3.4 Human Psychology and Concentration Limitations

Since human operators of the control system are part of the critical element of the wider
ASM suite, let’s discuss several characteristics that would undermine the performance of
the tandem human–machine in the business optimisation realm; so the future designer of
the suite could consciously explore the area to take further details into account.

There are several widely acknowledged cognitive biases impacting perception of a prob-
lem and decision making. Thay may lead to sub–optimal decision making in software
development (Fleischmann et al, 2014; Chattopadhyay et al, 2020), systems architecture
(Zalewski et al, 2017) and DevOps fields (Davis and Daniels, 2016), leading to diagnostic
errors in software operations (Mohanani et al, 2018). Great source of experience for that
purposes can be taken from medical research (Croskerry, 2003). Let’s name a few biases:
(1) “curse of knowledge” (curse of expertise) – is present when an individual, communi-
cating with others, unthinkingly assumes that respondents have the full background to
understand the message, (2) “einstellung” – as an negative effect of previous experience
when solving new problems in exactly the same way as earlier – in engineering practice
called also a golden hammer antipattern, (3) “anchoring” (focalism) – is a group of bi-
ases where an individual depends too heavily on an initial piece of information offered
to make further judgements during later decision making, impacting by high assimilation
to all future negotiations, implementations, operations, and estimates, (4) “confirmation
bias” – estimating the expected value, cost of a solution, or time needed to complete a task
wrongly, because of the intentions placed on the team by the business, rather than the
true complexity of the problem, (5) “planning fallacy” – an underestimating of a problem
by assuming that it could be solved by simple solution without any plan of the imple-
mentation, (6) “law of the instrument” – happening when the design patterns or solutions
are applied that were well understood even if it becomes clear are not the best for the
specific problem faced; Wirth (1995) argues that people are increasingly misinterpreting
complexity as sophistication.

Contrary to above stated risks ASM suite should take advantage of human strengths
and exploit them, like: (1) experience, (2) imagination as an ability to inspiration, (3)
retrospective views with use of analogies.

It is a fairly common situation in large organisations where even very clear and consol-
idated targets lead to complex management with many sub–programmes that are not
aligned, or more, conflicting with each other, e.g. faster delivery versus technical debts
removal first, or development–level performance optimisation of a function or adding
threshold on time operation. Teams need to deal with the conflicts trying to resolve them
in a single wider accepted solutions. Such situation introduce additional communication,
decision pressures and higher stress level that should be considered in the ASM suite
designs. One of best ways in this MOO problem and to resolve cognitive dissonance (Fes-
tinger, 1962) is to convert all discussion to the same unit; calculate the business value
added, valuate technical risks to costs or lower revenue. Clients of the suite, such as,
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business champions, administrators, DevOps, developers, and operators dealing with au-
tomated controllers within EIS, can see conversion of business targets, expected value
additions, options of tackling and implemented actions, contributing to wider organisa-
tion knowledge tracking and building stronger control models supporting the EIS, see
discussion of a control based on evaluation with model–driven prediction, Section 10.3.2.

Finally, it is important to focus on engagement factors of human operator to balance the
right quality of concentration on communication needs and attention to the EIS under
operation. It is critical to design ASM to allow full cognitive orchestration of the con-
trol activities, review of data, and decision making based on statistical factors, avoiding
stress, unnecessary risks–taking in a context of productive level of arousal. Figure 9.3
presents a diagram of human performance under pressure (Yerkes et al, 1908; Teigen,
1994), depicting performance simply as an attention to detail and ability of decision mak-
ing in function of pressure as a level of stress and amount of stimuli. Yerkes–Dodson
model states; when the stress level is low, the performance is also low. Although this
increases as the stress levels also increase up, but only to a certain optimal level beyond
which the performance reduces. Also, Gigerenzer and Todd (1999) demonstrate that
less information, simpler heuristic demonstrated (Todd and Gigerenzer, 2000; Gigerenzer
and Gaissmaier, 2011) can lead to better performance; where emotional arousal, accord-
ing to Easterbrook (1959), limits the amount of information operators can assimilate
or process. Thus, difficult or intellectually demanding tasks may require a lower level of
arousal (to facilitate concentration), whereas tasks demanding stamina or persistence may
be performed better with higher levels of arousal (to increase motivation). The typical
Yerkes—Dodson law illustrated by U–shaped curve chart (at the bottom) was extended
by hypothetical a bow–shaped curve (the upper) as an improvement in the performance
achieved in ASM human–guided autonomous control, which is one of the goals of human
cooperative control. It can be achieved by two directions: (1) “Shift up” – with large ex-
pected potential of improvement, especially on the right hand side of the model – higher
the general performance by reducing need of interpreting and coordinating many com-
plex details (stop a certain function, selected actions parameters to operate, tune conflict
resolution regulator of training for actuator blocks, etc) to simpler and more aggregate
control directives that are given based on experience. The ASM UI should be offering
better condensed and clear visualisation features, converting plethora of simple actions
to complex intellectual tasks, reducing amount of nonconstructive stimuli, wide introduc-
tion automation, and supporting organisation with consolidated work–load–distribution
adapted to the decision making balancing stress level and fatigue limits. (2) “Shift left”
– with average improvement expected – tougher decisions consisting wider context, new
initiatives or experiments consisting wider range of impact should be performed in context
of lower intensity tasks.
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Figure 9.3: Human performance under pressure.

9.3.5 Scaling up the Enterprise and Large–scope Software Devel-
opment

Modern EIS are being analysed, designed, developed, tested and put into operation often
by hundreds and thousands of engineers, who deal with hundreds of systems, thousands
of services using many platforms and heterogeneous fashion of deployment. Number
of potential one–to–one communication channels grow with binomial expansion

(
n
2

)
=

n(n− 1)/2 with organisation size or n people. Figure 9.4 illustrates the relation between
size of an organisation, structure, division to subteams in scaled scrum methodology
(Cohn, 2010; Hanoch and Vitouch, 2004; Ambler and Lines, 2012) and impact on scale of
the communications. The figure presents the cognitive limits of individuals (Miller, 1956)
and impacts to cooperation (Dunbar, 1992) and group networking behaviour (Bernard
et al, 1987).

The work following the whole cycle of SDLC must be rigorously checked in terms of
NFRs of EIS were APM and ASM play critical role. Brooks Jr (1995) highlights that
all the teams working on a project should remain in contact with each other in as many
ways as possible. However, huge amount of possible interactions in larger organisations of
flat structure quickly exceed human cognitive abilities, on the other hand, management
following too strict divide–and–conquer or hierarchical approach would be leading to
creation of competence silos (Javidan, 1998; Rodríguez et al, 2013; Lwakatare et al, 2016).

Although small teams productivity is usually greater (Cohn, 2010), in order to extend
software development capacity, larger organisations face challenges related to massively
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Figure 9.4: Organisation sizes, subteams and impact on scale of the communication.

scaled up teams of not collocated groups, thousands of people working on distributed
architectures, focusing on different parts of EIS applications. In this context three gen-
eral areas may be outlined: (1) organisation – consisting structure, people and culture
dimensions, (2) process – used methodologies of needs identification, ideation, analysis,
design, development and deployments standards, and (3) tools – systems assisting the
earlier areas also with APM and ASM capabilities.

In order to define needs of tools (3) and ASM applications we need to review shortly
the scope of organisations (1) and processes/methodologies (2). Majority of medium
to large organisations can follow the model of split to strategic, operation and tacti-
cal/implementation layers (Baker and Orton, 2010). All later support earlier mentioned
with lower–level of granularity. Strategy declares the organisations’ vision, mission and
goals. Operation layer defines campaigns, programmes and projects or work changing
systems, platforms but also required integrations. Tactical level formulate work across
different competence groups, maintaining know–how, quality control, delivery in cycles of
functional/non–functional changes.

There are several methodologies introduced to alleviate these issues (Alqudah and Razali,
2016; Conboy and Carroll, 2019), i.e. Disciplined Agile Delivery (DAD) (Ambler and
Lines, 2012), Scaling Agile at Spotify (Kniberg and Ivarsson, 2012), Large–Scale Scrum
(LeSS) (Larman and Vodde, 2016), Scaled Agile Framework (SAFe) (Leffingwell, 2018),
Nexus (Bittner et al, 2017). Although, all of them are built on foundations of Scrum
(Cohn, 2010) they differ in the greater organisation culture element and introduce slight
differences in roles and teams formation, but each of them introduce a notion of Product
Ownership (PO) responsible for team backlog of work delivery aspects. Growing impor-
tance of operation roles in the teams is a subject of a debate and stabilisation of how
DevOps, growth leads, AIOps or admins will be coordinating tasks within a wider com-
munity of care delivering development support solutions (Humble and Kim, 2018). One
thing is certain, all those professionals will be far more effective when using the same
tool–set allowing distributed collaboration of using ASM suite. Figure 9.5 depicts the
feedback loops present in the larger cycle of processes defined by SDLC and PDLC.



230 Chapter 9. Applications

Application
Support Architecture

Business

Growth
Lead

Business
Analysis

UX Design

Development

QA
DevInTest DevOps

AIOps

Admin

ASM
Operators

SDLCPDLC

Business
feedback

Data
changes

Params
tunning

Figure 9.5: ASM suite client roles that support holistic organisation wide feedback loops.

In these conditions, supported by ASM, effective teamwork must exhibit certain character-
istics that an organisation must have in order to operate in changing market conditions.
These attributes are tightly interrelated, e.g.: (a) strong group cohesion of the team,
with positive relationship – commonly used tools and culture of trust in high–levels of
interdependence tasks are increasing collaboration to maintain high performance, level
of trust, and reduced need of risk–taking, (b) effective and open communication that
support arising conflicts resolution – visualisations and Instant Messaging (IM) integra-
tions, (c) dynamic coordination of projects, experimentations, and strategic initiatives,
with precisely defined targets and a clear team purpose of common goals transparent
to all involved – common goals will improve team coherence, mitigate risks of dispersed
knowledge and secure areas of overlapping impacts (Putnam, 1978), (d) clear accountabil-
ity, measured progress, and visible commitments and traceability around taking actions,
(e) eagerness to follow performance optimisation and resolving conflicts advised in inter-
nal work and by Information Technology Service Management (ITSM) systems integrated
with ASM–suites (Liu et al, 2016).

9.4 Software Execution Control Constraints and Re-
quirements

EIS and their ASMs are growing bigger and bigger, with more interactions with other
systems, working under different platforms, deployment standards and communication
approaches such as IoT for edge and fog computing (Aslanpour et al, 2021; Singh et al,
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2021b). In order to see the whole and build conceptual integrity (Poppendieck and Pop-
pendieck, 2003), as a complex structure of architecture, resources, executing software,
development and deployment standards ASM design need to react not only to, as dis-
cussed earlier in Section 9.2, technical and market needs, nor organisations requirements
explained in Section 9.3, but also to specific constraints to be reviewed in this section.

The economics of data centres, see Section B.1.1, which offer cloud computing services,
have pushed hardware and software to the limits, Section B.1.6, leaving only very lit-
tle performance overhead before systems get into saturation. As a result, the risks of
impacting execution and communication times grow rapidly.

In order to deliver a stable service at a time of high demand on computational power,
cloud providers must implement fast and robust control mechanisms to adapt to changing
operating conditions. The control can be enforced manually by operators and automati-
cally by autonomous systems. There are normally two methods for dealing with increased
load, namely increasing computational power or releasing the load. That is typically re-
alised either by (a) allocating more machines, which must be available, waiting idle, to
deal with such a situation, shifting VMs, redistributing load, or (b) throttling, terminating
incoming actions that are less important to the new activity demand pattern.

Reactiveness needs of control systems to react on specific execution conditions have been
compared with systems load on Figure 9.6. The comparison rely on the research conclu-
sions of Chapters 7 and 8. More details of the practice of software execution control and
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its constraints has been added to the documentary appendix Section B.2. Those sections
provide a discussion of constraints observed in the current market and technology condi-
tions, moving to the specific ASM–driven requirements considerations of non–acquisitive
control methods (see point (b) above).

9.5 Summary of Non–acquisitive Control Applications

All of the aforementioned needs require control actuation to tune the service level, where
the non–acquisitive control is a central method group for the thesis, see Section 2.5. Let’s
please collect and summarise all findings listed so far.

As stated earlier on various occasions, one of the most critical NFR of EIS is scalability,
which in cloud computing comes with elastic compute capabilities and appropriate design
principles. Very often applied practice helping to keep stable level of service under highly
volatile load is to keep more resources in reserve than it is needed. As signalled earlier in
Section B.1.6 over–utilised and under–utilised servers situations are undesired. Additional
source of instability and waste that can significantly limit profitability of the financial per-
formance is a situation arising in a context of negative SLA values, see Chapters 8 and 9,
where non–acquisitive control can be applied to prevent intermittent and even long term
high–load securing capacity of the system. Short– or medium– term load fluctuations can
be managed and mitigated much cheaper by intelligent controlled administration using
non–acquisitive control, see Section B.1.6. Adding more computational power just to
remove the risk of saturating one of the crucial resources may not be always necessary
(Sikora and Magoulas, 2013b; Rosati and Lynn, 2020).

In order to understand non–acquisitive control against other commonly used methods
review Table 9.1, which presents comparison of main control approaches for cloud com-
puting and their applicability to service delivery models. Note, FaaS software framework
constraints were highlighted in Section B.2.2 and expected ASM suites requirements in
Section B.2.3.

Figure 9.6 demonstrates comparison of various control techniques applicability in a back-
ground of systems service reactivity needs defined as a function of load.

9.5.1 Main Characteristics of Termination Control and Applica-
tions

Action termination as a control approach may be eminently suitable for systems with
harsh execution time SLAs, such as real–time systems, see Section 8.5.1, or systems
running under conditions of hard pressure of power supply or constraints set up by the
green computing paradigm, see Sections B.1.3, B.1.5 and B.1.6.
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Table 9.1: Comparison of main control approaches for cloud–based enterprise information
systems and their applicability to different service delivery models.

Control approach Main cloud features support Applicability to cloud service layer
Name Architecture Load Scalability SLA IaaS PaaS FaaS SaaS

Server Consolida-
tiona

Hypervisorc Strongd Strong Weakf Strong Ù
(Strong, often given via IaaS)

Ù Ù

Virtual Machines
Migrationb

Hypervisorc Strongd Stronge Weakf Strong Ù
(Strong, often given via IaaS)

Ù Ù

Containerisationg OS–level pro-
cesses isolationh

Strongi Strongj Weakf Medium Strong Ù
(Strong, often
given via PaaS)

Ù

Auto-scaling IaaS Ser-
vice Manger

Strongdi Strong Weakf Strong
(Client-driven control mechanism)

— — —

Adaptive micro-
scheduling,
Asynchronous
Messaging

Application tier,
Message Queue
Systems

Mediumif Mediumk Medium N/An Strong
(by event-driven platform
framework, Application
Server, MQ)

Strong Strong

Request Termina-
tion

Application tier
or Platform.

Mediumifl Weakk Strongm N/An Medium
(by admission control frame-
work, AOP, App. Server)

Strong Strong

aServer Consolidation is provided by multiplexing physical resources over virtualised environments
adapting the assignment to the current system workload (Vogels, 2008). Such an optimisation can be
formulated as a bin–packing problem which is NP–hard (Padala et al, 2007b).

bDynamic VM placement to assign/reassign virtual resources to applications on-demand (Ahmad
et al, 2015). VM migration is often used to consolidate VMs residing on multiple under-utilised servers
onto a single server, so that the remaining servers can be set to an energy-saving state (Zhang et al,
2010).

cAmongst other most notable technologies are Xen, VMware, Libvirt.
dApplicable to all load scenarios, with lower efficiency for sudden spikes in load.
eSecures scalability requirement is fulfilled, uses proactive/reactive control to get resources before/on

demand.
fIt is difficult to build a model that provides the mapping between request-level SLA and resources.
gContainerisation by Linux kernel cgroups (control groups) has lightweight nature, but containers have

to share a common kernel. It can be managed by technologies like Docker, DockerSwarm, Kubernetes,
LXC, CoreOS.

hLinux kernel cgroups, Hyper-V for Windows
iIt does not introduce the overhead of full virtualisation neither on the hypervisor nor the guest

operating systems.
jWithout hypervisor overhead the container capacity auto-scales dynamically with computing load.
kSupports scalability requirements indirectly; works better in a composition with other control ap-

proaches.
lVery effective under high load and strict SLA function definitions. The approach is dealing well with

run-times that are a mixture of different load profile functionalities or parameters sensitive functions.
mJust-in-time style of control is able to explore and find the mapping between SLAs and resources

needs.
nStrong support if the control is applied through weaved-in block to the application code directly.

It is a method that can secure operations of working system under sudden spike of load,
immediately reflecting the higher demand to lower–priority actions cancelling, see Sec-
tions 7.6 and 8.7. This is possible and economically viable even in cases where the system
is prepared to increase the computational power of the working solution to balance the
higher demand, but since the elasticity has far higher inertia (in IaaS vertical scaling
requires restarts, horizontal waits for new instance spin–up, whilst in PaaS and FaaS the
issue is known as “cold–start problem”), the time the business suffers may be limited by
termination control support. The time may be especially long in case of memory–bound
systems where in–memory structures need to be reestablished, or simple uncertain due
to other factors loading the cloud operator data–centre and general usage in the IaaS
availability zone.
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Figure 9.7: Theoretical financial performance in function of core resource utilisation
(CPU) in a context of load, execution times, energy costs and SLA revenue; compari-
son of no termination (left) and with termination (right).

The method can significantly reduce the effects of SLA costs footprint, as presented on
Figure 9.7. Termination actuator is allowing higher load to be consumed, still the same
maximal acceptable per SLAs quantity of calls can be maintained.

Cloud computing, hybrid clouds, but also on–premises systems demand more and more
autonomous control integrated within cloud deployable EIS. Adaptive controller can work
in conditions of many overlapping SLA definitions and far more complex functionalities
not only heavy CPU bound, as presented in the example for high CPU utilisation remedy
on Figure 9.7, but also with mix of CPU, IO and Memory footprints.

Furthermore, not all systems can be easily decomposed to smaller services (Fritzsch et al,
2018), nor be refactored to be scalable. Termination control by applying application server
level configuration or with use of AOP weaved–in actuators, see Sections 9.5.4 and 9.5.2,
can be interesting option for legacy systems, often of monolithic architecture with not
clear separation of independent chains (Roberts, 1999) and heavy reliance on rigid data
model working with central RDBMSs impeding the redesign and decomposition works.

Table 9.1 presents a qualitative comparison of main control mechanisms for cloud–based
EIS, where requests termination is at the bottom of the list. Table 9.2 demonstrates
details of the termination control applicability in a wider context of various technologies,



9.5. Summary of Non–acquisitive Control Applications 235

system tiers and cloud models split to perspective of the enterprise as a client of the cloud
services and the cloud computing provider.

Table 9.2: Comparison of termination control actuation placement for cloud services and
cloud–deployed enterprise information systems applications.

Actuator type Tier applicability & Agent ownershipa

Enterprise, client of a service Cloud service provider
Framework System Non

cloud
Cloud model Cloud model

Actuat-
ing
layer

Vendor,
System,
e.g.

AOP API CLI Term.
elem.b

O
n–

pr
em

.

Ia
aS

P
aa
S

Fa
aS

Sa
aS

Ia
aS

P
aa
S

Fa
aS

Sa
aS

9.5.2 9.5.5 9.5.9 9.5.10 9.5.11 9.5.12 Sec.c

Front-
end

Poss.de— — Met.f ↗g ↗ ↗ ↗ ↘ — — — ↗ 9.5.13

Facade,
CAC

Yes Yes — UI,
WS

↗ ↗ ↗ ↗ ↘h ↘ �i ↗ ↗ 9.5.2,
9.5.14

Thread
control

Java, .Net,
Python,
Ruby,
Java Script

Yesj Yes No Thread ↗ ↗ ↗ ↘ — — ↗ ↗ ↗ 9.5.6

App.
Server

Poss. Yes Poss. UI,
CAC,
WS

↗ ↗ � ↘ ↘ — ↗ ↗ ↗ 9.5.4

Full-
stack
frame-
work

Yes Yes No Met. ↗ ↗ ↗ ↘ ↘ — ↘ ↗ ↗ 9.5.14

Appli-
cationk

Yes Yes No Met. ↗ ↗ ↗ � — — ↘ ↗ ↗ 9.5.2

DAO Yes Yes — Met. ↗ ↗ ↗ � — — ↘ ↗ ↗ 9.5.2
Batch
frame-
works

Poss. Yes ↗ ↗ ↗ ↗ — — ↘ ↗ ↗ ↗ 9.5.17

RDBMS Oracle,
MSSQL,
DB2,
Postres,
MySQL

— Yes Yes Sess.l,
Oper.m

↗ ↗ ↗ � — ↗ ↗n ↗ ↗ 9.5.8

NoSQL Mongo,
Neo4j

— Yes Yes Sess.,
Oper.

↗ ↗ ↗ � — ↗ ↗ ↗ ↗ 9.5.8

aWho setups the control?
bTerm. elem. = Termination element
cSec. = Section number
dPoss. = Possible
eYes, for native clients
fMet. = Method
g↗ = Strong
h↘ = Weak
i� = Medium
jExcl. JavaScript
kFull–stack, incl. UI
lSess. = Session

mOper. = Operation
nDBaaS

Figure 9.8 presents a potential of integration to several layers of the enterprise system,
namely, from top: front–end, facade of application services, web–services, application
core code, data-access layer, Object-–relational mapping (ORM) and databases. Each of
those layers offers different prospects of control, but also introduces specific challenges
that require careful consideration. Every layer allows to deploy a control block consisting
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Figure 9.8: Termination actuators range of possible setup and ASM suite integration.

decision element allowing to take an actuator action in real–time based on the model
outputs. The model is defined by the evaluator findings that should consider wider scope,
ideally the entire stack of the system.

To this end, the presented approach is driven by SLA requirements, defined in a context
of action performance characteristics. The design explained in Chapters 7 and 8 using the
termination actuator pointed to the NN adaptive controller with the goal to satisfy the
quality of the services provisioned and the financial performance P is flexible enough to
be applied to many tiers of EIS deployed to the cloud models. Table 9.2 shows different
applicability of the actuation to the various cloud models, such as IaaS, PaaS, FaaS but
also SaaS. More details can be found in further sections of the chapter.

Cloud service is nothing else but an EIS as well, where SLA can be optimised in a context
of globally seen financial performance P . Thus, can also take advantages of termination
control, however its nature is different than from the client perspective. Services offered by
providers have far different set of operating features and potential termination dynamics
drive specific requirements.

In both all cases metrics signals gathered during normal operation of the system are used to
build a database of time sequences that effectively contains definitions of hidden causality
chains present in the system. These data are used to train control blocks on how calls
should be managed and what is the most promising decision to feed the actuator blocks
at each time step. ASM suite integrate the monitoring and control instrumentation to
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expose those characteristics to operators that are supervising the system under adaptive
control.

9.5.2 Termination Actuators Weaved—in With Use of AOP

As stated earlier in Section 4.7.4 there are several means of deploying the monitoring
and control instrumentation into the application. In a typical implementation actuator
objects wrap a method call for its control and in the event of termination throw an error
or exception. Thus additional coding or configuration is required to allow the termination
to be effective in the depth of the call stack processing as explained in Chapters 7 and 8.
AOP seems to be the most flexible out of others to be explained further in below sections.

There are several benefits of the weaving–in the termination controllers to EIS with use of
AOP, such as: (a) easy reconfigurability offered by AOP providing libraries for dynamic
interception, (b) when it is preferable to maintain loosely–coupled functional code and
control mechanisms (AOP very well supports Separation of Concerns (SoC)), (c) when
client code is prepared for control driven exceptions handling (there is no need to do
any coding plugging in the application), (d) the method can be applied to any layer,
i.e. admission control, selected methods used by UI, facade of exposed WSs or internal
APIs, Data Access Objects (DAO), or even ORM (AOP configuration can be minimal if
the naming conventions allow on that), (e) AOP allows deeper instrumentation which is
widening the operating region of the control (termination can be executed not only just
before entering a function7), (f) precise injection of controllers to even deep code methods
of the solution in isolation to the rest of other instrumentations.

Naturally, this approach can be applied by cloud service providers managing PaaS, FaaS
and SaaS, but also to client systems deployed on IaaS, PaaS and even FaaS where the
control framework is weaved–into the application.

Parameters are key dimensions that drive performance footprint of an operation. Monitor-
ing that is taking into account parameters build far stronger context and chiefly improves
the potential termination control actions. AOP style of instrumentation is able to collect
the entire properties and stack trace details.

As of now most of OOP languages either directly by the platform, extension, with libraries
or frameworks support AOP paradigm, where cross–cutting concerns code can be weaved
in with use of configurations and annotations. Java AOP methods were area of earlier
experimentation explained in Chapter 7. Java was the first platform where such methods
have been applied by Kiczales et al (1997), later many works extending the approach
(Popovici et al, 2003; Debboub and Meslati, 2013), as of now Java enterprise mainstream
takes advantage of AOP in plethora of use–cases such as transaction propagation, autho-
risation, dynamic configuration or monitoring, where main implementations are Spring

7In certain conditions delayed termination during processing can be beneficial.
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(Johnson et al, 2004; Sirbi and Kulkarni, 2010), Aspect–J (Soares et al, 2002; Shao et al,
2010; Przybyłek, 2018), JBoss–AOP (Janssens et al, 2007). AOP paradigm was quite
quickly adopted to .Net framework (Frei et al, 2004; Blackstock, 2004) there are currently
many implementations (Wen and Zhang, 2014) such as AspectSharp, PostSharp8, also
introducing i.e. Spring for .Net9 or Autofac as a Inversion of Control (IoC) container
for .Net Core. Python AOP can be applied with use of decorators to extend a class us-
ing composition at runtime, (Matusiak, 2009) still there are libraries like aspectlib10 and
frameworks like Spring for Python that introduces full IoC and AOP capabilities (Turn-
quist, 2010). With Ruby 2.0 and higher language supports module mixins that provide
control of adding functionality to classes (Thomas et al, 2004) still there are libraries like
Aspector11 or Aquarium12 (Zambrano et al, 2009; Günther and Sunkle, 2009).

9.5.3 Termination Actuators in Custom and General Use and
Web Frameworks

Software frameworks are ubiquitous part of the software development scenery. Every
larger system contains certain list of specifics that are commonly used throughout the
modules code–base, including: user account authorisation and management, logging,
DAO, ORM, or admission control. Many cross–concern NFRs such as audit, custom
profiling, passive monitoring, function SLA validation and usage accounting can be ap-
plied within the frameworks using natural for the used platform coding paradigm.

Every larger application in order to be maintainable needs to follow general guidelines of
good practices. There are many widely adopted object–oriented programming patterns
and application architecture standards such as: GOF design patterns by Gamma et al
(1995), GRASP (Larman, 1998), SOLID (Martin, 2000b,a; Martin et al, 2018), Enterprise
Integration Patterns (EIP) by Hohpe and Woolf (2004)13. The design patters introduced
to better manage capabilities and pitfalls of programming languages and platforms are
accepted solutions to recurring problems. Similarly to typical common services code
addressing cross–cutting concerns with use of AOP (Monteiro and Fernandes, 2004; Garcia
et al, 2006) implementations of such general patterns like GOF or EIP in custom areas
of the system code offer a suitable ground for non–acquisitive control agents.

General use software frameworks allow rapid development. They foster good practices for
software architecture modelling and provide stronger conventions of typical components
definitions that significantly reduces the code complexity and helps in the maintenance.
Due to large open collaborating community supporting insights and good–practices spread

8https://www.postsharp.net/
9http://www.springframework.net/

10https://python-aspectlib.readthedocs.io/
11https://github.com/gcao/aspector
12https://github.com/deanwampler/Aquarium
13https://camel.apache.org/

https://www.postsharp.net/
http://www.springframework.net/
https://python-aspectlib.readthedocs.io/
https://github.com/gcao/aspector
https://github.com/deanwampler/Aquarium
https://camel.apache.org/
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open source frameworks gained most of the EIS market–share. Open source can be fairly
easily customised and extended by plugin additions of specific to business needs NFRs, in-
cluding instrumentation of adaptive controlling actuators offering good connection to ASM
suites. General use full-stack (back–end and front–end) Model–view–controller (MVC)
pattern oriented frameworks in the main OOP platforms such as Java Spring (Johnson
et al, 2004; Perez et al, 2019), Apache Groovy with Grails (Rocher and Brown, 2009),
Ruby on Rails (Ruby et al, 2020; Hartl, 2015), Python Spring or Django (Forcier et al,
2008), .Net Core Framework (Freeman, 2016), and more specific to local features web– or
micro– frameworks like Python TurboGears (Moore et al, 2008), flask (Grinberg, 2018),
web2py (DiPierro, 2009), older but still in wide use Java Vaadin (Grönroos, 2011), Struts
(Wojciechowski et al, 2004), Ruby Sinatra (Harris and Haase, 2011) allow on significant
level of extensibility and configurability. Also modern and powerful JavaScript frameworks
such as Angular (Fain and Moiseev, 2017), React.js (Staff, 2016), Vue.js (Kyriakidis and
Maniatis, 2016) (those three frameworks have been compared by Koetsier (2016); Satrom
(2018); Wohlgethan (2018); Saks (2019)), Next.js (Konshin, 2018), Ember.js, Knockout,
Backbone (Delcev and Draskovic, 2018), Express.js (Hahn, 2016) all offer great flexibil-
ity of being extended with client–side or supported by facade–layer instrumentation, see
Front–end (FE) in Section 9.5.13 and CAC in Section 9.5.5.

9.5.4 Termination Actuators in Web– and Application– Servers

Web servers are true pillars of EIS, where UI of web browsers and client applications com-
municate over HTTP to respond to users’ requests. Web servers allow configuration level
injected instrumentation on Application servers and web containers levels. Depending on
the technology and platform they can be called modules, filters, or interjections. It is also
possible to apply custom extensions to the servers code–base since most of the modern
servers are open–source. This class of software offers support for security enforcement,
but also clustering, fail–over and load–balancing, so vital elements of alternative load
orchestration to non–acquisitive control methods. This tier delivers an entry element in
scalable EIS architecture to authorisation, CAC, allowing requests–responses coordination
and present in PaaS, FaaS and SaaS models, see Figure 9.8.

In order to position more context of the implementation let’s review most notable web
servers. According to Netcraft report14 (Netcraft, 2021) the market share of web servers of
all sites is following: Nginx 35%, Apache HTTP Server 25%, Google Web Server (GWS)
4%, Microsoft IIS 4%. Of course the following short overview should be considered only
as entry–level attempt providing a few very limited examples about some approaches that
may offer implementation under a web server or application server layer.

Nginx (Nedelcu, 2013) architecture provides “dynamic modules”15 allowing components to

14https://news.netcraft.com/archives/2021/10/15/october-2021-web-server-survey.html
15ttps://docs.nginx.com/nginx/admin-guide/dynamic-modules/dynamic-modules

https://news.netcraft.com/archives/2021/10/15/october-2021-web-server-survey.html
ttps://docs.nginx.com/nginx/admin-guide/dynamic-modules/dynamic-modules
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be plugged–into the web server processing flow or a load balancer that nginx often func-
tion plays. It is possible to build a custom component following the interface guidelines
specified16.

Apache HTTP server (ASF, 2015) remains the most commonly deployed web server for
over two decades. Apache web server also supports the first– and third–party modules
available e.g. mod_log_config that provides flexible logging of client requests in a customised
format, mod_qos by Pascal Buchbinder that implements control mechanisms to provide dif-
ferent priority to specyfic requests and allowing controlled access to the web server in
order to avoid resource over–subscription, also mod_throttle, mod_ratelimit introduce prepro-
cessing to improve security and tackle performance NFRs. The modules rely on request
handler implementation in C code following the guidelines by Apache17.

Microsoft IIS offers a programmatic interface for modules implementations18 that can be
either a native module Win32 DLL or a managed module of .NET 2.0 type contained
within an assembly. All IIS modules can be removed or replaced by custom implementa-
tions developed using the IIS C++ or .NET APIs. RequestFilteringModule, HttpLoggingModule or
TracingModule are examples of modules that can provoke giving a ground for control imple-
mentations.

Number one in Java world of web containers is Apache Tomcat server that offers filters
interfaces19 according to catalina implementations org.apache.catalina.filters.FilterBase and
general interface javax.servlet.Filter and javax.servlet.GenericFilter. Filter implementation is
a very convenient area for interception calls and termination actuation. Example of
ExpiresFilter as a Java Servlet API port of Apache mod_expires that controls the setting of the
Expires HTTP header and the max-age, see RFC–2616 by Fielding et al (1999), would be a
good illustration of the instrumentation capabilities in area of changing request processing.
Both Eclipse Jetty and JBoss WildFly servers allow the same level of integration due to
compliance with the same standards.

9.5.5 Actions Termination in Admission Control and API Access
Management

The facade–layer of exposed EIS interfaces that typically consists implementations of
many NFR features allowing to authorise, audit, account check and do full performance
check of Turnaround Time (TaT) is a very suitable area for termination control. It is also
a convenient field for additional instrumentation of termination actuator that could work
with addition to admission control (Poggi et al, 2009; Muppala et al, 2014) features, see

16https://www.nginx.com/blog/compiling-dynamic-modules-nginx-plus
17https://httpd.apache.org/docs/2.4/developer/modguide.html
18https://docs.microsoft.com/en-us/iis/get-started/introduction-to-iis/

iis-modules-overview
19https://tomcat.apache.org/tomcat-9.0-doc/config/filter.html

https://www.nginx.com/blog/compiling-dynamic-modules-nginx-plus
https://httpd.apache.org/docs/2.4/developer/modguide.html
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https://tomcat.apache.org/tomcat-9.0-doc/config/filter.html
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Chapters 7 and 8.

Termination actuators can be offered as part of FaaS model by service provider, but
certainly can be a component of a general framework or custom system deployed on
any cloud model or on premises. SaaS and FaaS systems providers can take special
advantages of the method for internal optimisations, allowing the service provider to
secure the elasticity of the services with tight relation to clients’ account details, like
services and data usage, billing, freemium models, SLA etc.

Tools which are part of FaaS and SaaS suites of Identity ad API Access Management such
as Okta20 providing Identity–As–A–Service (IDaaS) for enterprise, or cloud computing
admission control management like Google 21 or access management offered by AWS22

can be extended by control mechanisms providing another layer of overload prevention.

Furthermore, as far as PaaS model is concerned, as mentioned in Section 4.7.4, container
cluster technologies like Kubernetes or Docker–swarm can work with admission controller
which can refiew, validate and reject if needed exposed load balancer services of the
cluster23.

Lastly, as the action level framework exposes the details of the financial and computa-
tional performance of an application, it could become part of ASM suite as an augmented
operation–toolbox to support human administrators coordinating autonomous control
agents that operate in high–dimensional enterprise environments. This audit and visual-
isation, built on the top of the data, can offer insights into the dynamics of the system
and of the algorithms employed. This is a specialised domain where human administra-
tors require additional support mechanisms as they frequently experience problems when
analysing high–frequency sampled time–series data from weeks and months to arrive at a
judgement on a particular control decision.

9.5.6 Termination Actuators With Use of Platform Thread and
Event–loop Control

There are situations where the code stack of an application needs to be minimised or
larger software framework is not intended to be used and AOP may be considered as too
intrusive. In such cases it is still possible to apply the control execution with termina-
tion actuators by using lower–level platform thread or function execution mechanisms.
Thus, the actuation model can be used (a) on–premises and in cloud deployments under
IaaS, Container–as–a–Service (CaaS), PaaS models by EIS applied by enterprises, and
(b) introduced by cloud computing vendors in PaaS, FaaS and SaaS models.

20https://www.okta.com
21https://cloud.google.com/service-infrastructure/docs/admission-control
22https://aws.amazon.com/iam/
23https://github.com/giantswarm/aws-admission-controller

https://www.okta.com
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Depending on specifics of the platform there are different systems of thread control. In
Java there is no supported JVM mechanism allowing to gracefully kill a thread. This
is since stopThread or ThreadDeathException to a specific JVM thread are deprecated in Java.
However, it a fairly simple technique to apply a standard java concurrency practice to
create a Thread class object with custom thread–stop methods24. The same problem exists
in Python and .Net (including .Net Core) where code cannot kill or abort a Thread directly,
and the same as above highlighted solution can be used.

Of course whenever multi–threading code is used a special attention needs to be paid
to resolve situations of termination of one of the threads as it severely may impact the
computation process.

Out of Memory Error thrown under VM of Java and .Net platforms is an interesting form
of a termination control which however does not provide enough stability to be classified
in full as part of the non–acquisitive control methods.

In JavaScript platforms space the situation is particularly different. In browser engines
and Node.js on server–side (Tilkov and Vinoski, 2010; Cantelon et al, 2014) where the
event loop25 is introduced, to secure requirements of non-blocking I/O access, asyn-
chronous processing allowing concurrency under single–threaded execution model, the EIS
code must rely (Prusty, 2015) on callbacks (Zakas, 2016) and more recently on promises
and async/await (Madsen et al, 2017), see ECMAScript6 2015 (ECMAScript, 2015). The
even loop offers a high performance and scalable approach for highly utilised web solu-
tions (Lei et al, 2014). The termination controller could be introduced in the event loop
processing26 without a need of changing the order of the specific operations phases in a
sequence of timers, pending callbacks, idle, prepare, poll, check, close callbacks. Of course the ac-
tuator code will not terminate the thread it will execute the callback routine accordingly
to the control action decision.

Since PaaS vendors can control the open–source of servers where the client code is deployed
and other lower details of platform related tools, they would be in a position to extend
those by aforementioned mechanics injected with control actuators as per the delegator
or proxy patterns, with no change to the style of deployment and use of the platform by
client. The same situation apply to FaaS model.

The exposed actuator APIs could be used by cloud provider (with higher priority) or by
client via appropriate ASM consoles. Also, under reactive programming paradigm where
the focus is on developing asynchronous and non–blocking components, with data streams
and the propagation of change, proposed approach to handle near–real–time systems that
are responsive, resilient, elastic and message driven27 (Bonér et al, 2014), following reactor

24Such as sending a “poison pill” signal or value to stop processing.
25https://nodejs.dev/learn/the-nodejs-event-loop
26https://github.com/nodejs/nodejs.org/blob/main/locale/en/docs/guides/

event-loop-timers-and-nexttick.md
27Responsive: systems should respond in a timely manner. Resilient: systems should stay responsive

when some components fail. Elastic: systems should stay responsive under high load. Message Driven:

https://nodejs.dev/learn/the-nodejs-event-loop
https://github.com/nodejs/nodejs.org/blob/main/locale/en/docs/guides/event-loop-timers-and-nexttick.md
https://github.com/nodejs/nodejs.org/blob/main/locale/en/docs/guides/event-loop-timers-and-nexttick.md
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and observer patterns (Bainomugisha et al, 2013; Salvaneschi et al, 2015; Allen, 2017;
Debski et al, 2017).

9.5.7 Termination Control For Event–based Systems: Message
Broker Queues and Event Streaming Platforms

Event processing is an approach that allows loosely–coupled modules to process commu-
nication asynchronously often with use of broker middleware. The asynchronous style of
processing lets systems to lower cumulative latency by avoiding over–utilisation and higher
the throughput of processing employing queuing and topic style redistribution. Event–
based systems are key components of EIS architectures, using Message Queue (MQ) bro-
ker, Enterprise Service Bus (ESB) and utilising Enterprise Integration Patterns (EIP)
(Hohpe and Woolf, 2004; Tarkoma, 2012), compliant with such protocols as Java Message
Service (JMS), Advanced Message Queuing Protocol (AMQP) or more lightweight suit-
able for distributed, smaller devices and telemetry MQ Telemetry Transport (MQTT).
This section will review termination potential on the ground of capabilities amongst the
aforementioned approaches.

Message queue paradigm follows the publish–subscribe pattern (Eugster et al, 2003),
which can be following quite different queue or topic methods. Queue driven designs
allow to disseminate the message to only one consumer that is available to process the
work. Whilst topic oriented setups promote the message to be accessible to get delivered
to all subscribers.

Termination actuation may be allocated in the form of an additional processor embedded
in the producer–subscriber chain. The actuator can be implemented as a Selective Con-
sumer, Message Router or Dynamic Router patters of EIP. Selected requests types that
are linked with a topic for broadcasting purposes or a queue are filtered and processed
using controller rules or models. Whenever there are indications leading to conclusions of
a control to prevent overloading or impacting defined SLAs the message can be cancelled,
delayed or prioritised. Another solution would be to wrap the message in a special frame
or associate with a flag and leave the decisions to terminate of the agent deployed in the
runtime of the subscriber.

Throttling on delivery time, Time–to–Live (TTL) quotas or other forms of delaying or dis-
tributing the subscribed messages are typical additional forms of control in cloud brokers
(Wilder, 2012). Thus the control style is a natural in the cloud providers implementations
to prevent abuse, defend from floods of messages and to optimise the overall network, and
key resources efficiency.

Most often used message–oriented middleware and software that routes information be-
tween applications, devices and user interfaces are open source. The software appliances

systems should use async message–passing between components to ensure loose coupling.
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are deployed on–premises or used by cloud providers. Since they source code is available
they can be extended by instrumentation allowing embedded control mechanisms. Let’s
name a few most important MQ brokers: Active MQ28, RabbitMQ29, JBoss Enterprise
Application Platform (EAP)30, and ESB suites: Mule ESB31, WSO232, JBoss Fuse ESB33,
and Apache Camel34 introducing EIP implementations. I omit here all proprietary imple-
mentations. As far as FaaS providers offer is concerned the serverless event–bus features
support widely accepted protocols such as JMS or Advanced Message Queuing Protocol
(AMQP) (Adzic and Chatley, 2017), where amongst many most important are Google
Pub/Sub35 AWS EventBridge36 MS Azure Service Bus37 , Oracle Messaging Cloud Service
(MCS), IBM Cloud MQ38. Amongst many SaaS providers most notable delivering queue
and messaging capabilities are: Google Firebase Cloud Messaging (FCM)39, Amazon Sim-
ple Queue Service (SQS)40, Apple Push Notification (APN) service41, CloudAMQP42 of-
fering RabbitMQ as a Service, or Solace43.

Another separate group of asynchronous messaging define stream–processing platforms
that also bring software–bus and allow distributed event streaming (Cherniack et al,
2003). These software platforms can implement analogous control to discussed above but
due to more continuous and fine–grained level the termination actuation will follow more
stream–oriented approach (Hirzel et al, 2014). Similarly to above the most important im-
plementations are open–source, such as: Apache Kafka44 (Narkhede et al, 2017), Akka45,
Apache Storm46 Apache Flink47 allowing statefull computations over streams of data and
finally Apache Spark48 All above are also offered by PaaS and SaaS models under services
marketplace or directly by such vendors as AWS, GAE or MS Azure.

28https://activemq.apache.org/, https://github.com/apache/activemq
29https://www.rabbitmq.com/, https://github.com/rabbitmq/rabbitmq-server
30https://www.redhat.com/en/technologies/jboss-middleware/application-platform,

https://github.com/jboss-eap
31https://www.mulesoft.com/, https://github.com/mulesoft/mule
32https://wso2.com/, https://github.com/wso2
33https://jbossesb.jboss.org/, https://github.com/jboss-fuse/fuse
34https://camel.apache.org/, https://github.com/apache/camel
35https://cloud.google.com/pubsub
36https://aws.amazon.com/eventbridge
37https://azure.microsoft.com/en-us/services/service-bus
38https://www.ibm.com/cloud/mq
39https://firebase.google.com/docs/cloud-messaging/
40https://aws.amazon.com/sqs/
41https://developer.apple.com/notifications/
42https://www.cloudamqp.com/
43https://solace.com/
44https://kafka.apache.org/, https://github.com/apache/kafka
45https://akka.io/, https://github.com/akka/akka
46https://storm.apache.org, https://github.com/apache/storm
47https://flink.apache.org, https://github.com/apache/flink
48https://spark.apache.org, https://github.com/apache/spark
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9.5.8 Session Termination Control For Database Systems

Heavy queries and data modification requests may lead to colossal resources usage and
long execution times. Both of the situations can be substantially secured by termination
control that is available by the design of DB systems.

The query structure, next to the type of requests, such as data query, data modification
or index building, are key dimensions helping to differentiate the load to the system.
Following the nomenclature of the thesis they are actions a. Most of the DB systems,
both RDBMS and NoSQL hold statistics, known as execution plans or query plans that
support the data engine uses to optimise processing given the available indexes. Many DB
systems give interfaces that ASM suite could use to extract the statistics vitally improving
ability to coordinate the execution regimes. Moreover, parameters are dimensions that
require special attention in the monitoring and control considerations. This is mainly due
to the DB and ORM caching, thus, the sequence of use those parameters is important
too. Also, the use–case context of the SQL executed from DAO layer may bring decisive
information about the control. Therefore, the complete ASM solution contains monitoring
on as many tiers of the application as possible.

All of the most commonly used RDBMS such as Oracle49, Microsoft SQL Server50,
MySQL51, PostreSQL52 allow management of established sessions, including termination
of selected heavy processing SQL queries, Data Manipulation Language (DML) and pro-
cedural calls. Typically every DB role with superuser rights is permitted to terminate
database connections; it is given to Database Administrations (DBAs) in order to control
the client apps.

RDBMSs are well established in PaaS for many years (Hacigumus et al, 2002), key cloud
computing providers offer DBs under the model with extension wrapping and abstracting
DBA consoles with appropriate management access APIs, vendors such as Amazon53,
Microsoft Azure54 allow session or statement execution control. As of now, Google Cloud

49Oracle offers several ways of killing a long executing session, i.e. invoke SQL*Plus, or use execute
immediate to query V$SESSION supplying the username (subsystem connection) for the session to terminate,
receive unique identifier of the session and serial number and execute the ALTER SYSTEM KILL SESSION ’<sid
, serial#>’ command to terminate the session. Another method to mention is the ALTER SYSTEM CANCEL SQL
command that was introduced in Oracle 18c to cancel a SQL statement in a session, providing an
alternative to killing a bad performing session.

50In MS–SQL Server run a command to show full process list; to get the process id with status and
query itself which creates high load to the DB, select the process id and run a command KILL <pid>; to
terminate that process.

51For MySQL the query SELECT concat(’KILL ’,id,’;’) FROM information_schema.processlist WHERE user=’
user’ simply prints all processes with the command to terminate.

52PostreSQL allow to kill a connection by using pg_terminate_backend() function available to a
superuser regardless of OS in use. SELECT pg_terminate_backend(pid) FROM pg_stat_activity WHERE pid <>
pg_backend_pid() /* don’t kill this connection */ AND datname = ’db_name’ /* don’t kill the connections to
other databases */. There is also a way to cancel a running query. A very useful technique since it is not
always desired to abruptly terminate an existing database connection: SELECT pg_cancel_backend(procpid)
FROM pg_stat_activity WHERE usename = ’usr_name’.

53RDS method: rdsadmin.rdsadmin_util.kill
54Azure SQL Database provides a command to kill a specific session on a server and roll back all
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SQL55 does not offer methods for terminating sessions, still, this area is a subject of
dynamic change.

As far as NoSQL field is concerned the situation is less clear. This is partially due
to the nature of NoSQL DBs that typically offer higher performance get and persist
functions (Čerešňák and Kvet, 2019; Martins et al, 2019). Most of the DBs introduce
configurable timeout mechanisms, but only few give full control over the session and
job management like in case of document–oriented MongoDB56 or Graph DB Neo4j57.
Often, due to architecture of high–resiliency features, with eventually consistent paradigm
and distributed architecture, clients nodes have special functions coordinating access to
clusters, so despite the fact there is no native support to kill large queries it is advised to
kill the entire process on OS level if there are signs of overload, i.e. Cassandra58.

The list of modern DB systems is very long and exploring the whole area is far exceeding
the scope of the research. Still, as it has been shown above, there is a very good potential
of support on this tier of EIS. Nevertheless, in a case of any limitation or long performing
termination requests, with TaT under a specific DB system, the application can have a
built–in mechanism terminating the call on the upper layer, see Figure 9.8, i.e. from a
component that interacts with DB directly in DAO or ORM layers.

9.5.9 Termination Control For Systems Deployed On–premises

Software deployed on–premises is still commonly used across many organisations. Al-
though the modern trends create significant pressure to install more and more software
in distributed way using cloud computing there are several reasons stopping corporations
from migrations. The most often seen scenarios are limited value of the software migra-
tion, risks of the platform shift and substantial costs of migration, but also limitation
of the legacy systems redesign, or enterprise location policies forcing to use established
within the organisations’ internal system and hardware infrastructure. Due to the limita-
tion organisation often concentrate the migration focus only on components that require
the most of the advantages of cloud computing, thus hybrid cloud model is applied.

On–premises deployments is the area of use where enterprises are able to exploit full
spectrum of advantages of the non–acquisitive control model in general. In particular,

transactions that are associated with it. To find session id (spid) to end select session listing from all
sessions on the server with the query: exec sp_who, later execute command kill <spid>.

55Google Cloud SQL offers MySQL, MS–SQL Server and PostgreSQL, where i.e. in case of the last
one suggest to use role of pg_signal_backend to cancel or terminate any user session.

56MongoDB by default use expiration timeout of 30 minutes, the killAllSessions command terminates
all sessions for the specified users, and killOp(opid) cancells an operation as specified by the operation id.

57Neo4j driver offers API for session management and programmatic way to terminate (abort) a long–
running transactions from another thread by calling terminate() method of Transaction object that is
established by GraphDatabaseService.

58In Cassandra there is no API of Command Line Interface (CLI) way to stop individual long running
CQL query. To overcome the problem it is advised to locate that query’s coordinator node, and restart
it.
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the termination control can be applied to every tier and platform model as explained
in Table 9.2. Also, the fact that on–premises setups often relatively quickly (especially
under higher load condition) face limited computational power capacity gives additional
potential of using non–acquisitive control.

9.5.10 Termination Control For Systems Deployed in IaaS

As soon as the organisation is able to perform “lift–and–shift” type of migration to the
cloud computing, the IaaS model still allows to keep in use most of the established config-
urations and instrumentation points of ASM. The natural improvements can be made in
area of virtualisation, containerisation, distributed deployment and CD, but in most cases
those are not impacting the control instrumentation. Those improvements require more
monitoring, both active and passive, which should only improve the controllers accuracy
and operators ability to see–the–whole in the long term.

As mentioned in Section 9.5.1 termination control helps in scaling capabilities of the
systems. Therefore the action termination method can be an especially interesting option
for cloud service providers that build their upper models PaaS, FaaS and SaaS on top
of IaaS, see Figure 9.9, whenever the service provider would like to mitigate the risk of
the longer VM spin–off in situations of a sudden load increase. In such cases, they need
to pay additional attention to prevent overload when auto–scaling is too costly (reached
certain threshold), and responses times (execution times) are strictly defined in SLAs.

9.5.11 Termination Control For Systems Deployed in PaaS

After an organisation has built the capability to move to IaaS and see more and more
options to improve the scalability and reduce Total Cost of Ownership (TCO) of hosting
servers it is time to revise the offer of PaaS model services.

The systems decomposition and migration can be performed in steps, service by service.
Again, most of the implementations done by the organisation can remain, the only areas
that change the deployment style would require reconfiguration. Since the migration is
performed steadily, the wider team using ASM suite will be able to see and coordinate the
change in the background of observed changes to the runtime characteristics. The joint
model of human–machine control will be able to adjust the new elements of knowledge
on the basis of collected evidence.

After migration the termination actuator can be useful in PaaS as an embedded compo-
nent (library in the tech stack of an app). Also, many PaaS CLIs could take advantage
and adjust the commands integrating the platform functions with ASM.

For cloud service providers PaaS is the first tier that can bring significant improvements,



248 Chapter 9. Applications

as stated in the Sections above. Furthermore, it is expected to see the scale and quantity of
this control use–cases growing exponentially with number of the service providers building
function and systems services on the top of the platform model, see Figure 9.9.

9.5.12 Termination Control For FaaS and Serverless

Serverless computing creates completely new opportunities for termination control. As
discussed earlier in a context of services cost optimisation under harsh SLA in Chapter 8
when action termination can substantially improve the financial performance P . Server-
less is not suited for certain computing workloads, such as long, computation intensive,
memory hungry, or any of wider High Performance Computing (HPC) requirements be-
cause of the resource limits imposed by cloud providers. It is a very convenient model,
however, in use cases of integrations, especially event–driven, often changing function-
alities (frequent redeploys), wherever a micro–billing and high scalability are important
properties.

In this context, the termination control model offers several valuable features apart
of the typical execution time control: (1) functions over–usage prevention – especially
in situations where functions are split to use power of parallelisation and the billing
model accounts per action, (2) malicious usage or services misusage at clients systems,
(3) SLA–driven prioritisation of calls under a given client account, (4) freemium model,
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Section 9.5.5, and fast deployments supporting growth initiatives (Ellis and Brown, 2017),
pretotyping (Savoia, 2011) and experimentation (Fabijan et al, 2018; Troisi et al, 2020),
Section B.2.5.

9.5.13 Termination Control on Client–side (Front–end)

UI as the highest in the call processing layer of the stack can give fast and seamless ter-
mination control integration, see Figure 9.8 and 9.9. Modern web applications contain
more and more complex browser side code base. It would be expected to see specialised
frameworks that would support developer in designing the web app to adapt UI level be-
haviour when some of the requests to services (actions) are cancelled. Such an adaptation
would be performed in a fully controlled way according to configuration or code. In result,
in a properly constructed UI under well designed UX a user would not notice a massive
difference in conditions of higher load.

Java Script and Node.js lead FaaS adoption (Adzic and Chatley, 2017). Java Script
frameworks using that approach could find a very important use–case niche. Of course
the code could be executing on server–side to if the implementation uses Node.js, e.g.
deployed in FaaS. Such commonly used Java Script libraries which are de–facto standard
of web UI development like Vue.js, React,js, Angular, can be wrapped or extended to
allow the ASM data collection and control instrumentation directly on front–end side.

Flutter59 (Windmill, 2020; Faust, 2020) and strictly mobile first cross–platform ap-
proaches, such as Xamarin60 (Hermes, 2015) or Appcelerator Titanium Software Devel-
opment Kit (SDK)61, converting features to native platform code due to their strengths
can be a very powerful area of such a control instrumentation.

9.5.14 Other Use–cases of Actions Termination

Termination control can be an additional measure of prevention against Distributed
Denial–of–Service (DDoS) attacks (Nguyen and Choi, 2010). Since it is a method that
secures momentum of working system under sudden spike of load it can be part of
destination–based mechanisms prevention (Yan et al, 2015). Especially when the at-
tack is coordinated in a gradual moderate rate load increase, slow HTTP request attack
(Suroto, 2017), or executed by large group of hostile hosts the typical systems prevention
mechanisms and intrusion detection may classify the additional load as a normal business
activity. This could be applied as part of CAC or as a framework–level addition to cloud–
provider–based Web Application Firewalls (WAF) offering additional data scanning of
such attacks.

59https://flutter.dev
60https://dotnet.microsoft.com/apps/xamarin
61https://titaniumsdk.com/

https://flutter.dev
https://dotnet.microsoft.com/apps/xamarin
https://titaniumsdk.com/
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Energy reduction goals can be another area of interest, see Section B.1.5. Under certain
circumstances when scaling up can be limited by harsh green computing targets the
termination control can offer significant level of preservation of critical system features.

9.5.15 Adaptive Jobs Scheduling Applications

Long executing, often sequential processes, that are heavily dependant on other computa-
tion or input data are critical in most of larger organisations, see Section 8.8. Batch appli-
cations are in large part of EIS because many common business processes are amenable to
data–intensive operations and batch processing. The large bulk RDBMS queries, trans-
action processing, functional calculations and Extract–Transform–Load (ETL) routines
feeding other structures of DBs, indexing of full–text search engines, offline model training
processes, in–memory cache refreshes, long performing CRM, Data–warehouse (DW) or
Data–lake (DL) data–feeds are inherently batch processes.

Low–interactive computation is, and will remain, very important for EIS. Batch processes
allow the interaction to be limited to bare minimum and the setup effort is shift for the
entry configurable step, so it is still a fairly human–oriented area. As stated on several
occasions, see Sections 8.8, the efficiency of batch jobs is a key element of performance
monitoring and control done in collaboration of many teams that could be using common
toolset of ASM suite.

Adaptive jobs scheduling (intelligent scheduling) uses the data of required times of execu-
tion, preferences and is able to assist human operators with taking decisions of changes in
the schedule to optimise the system as a whole under regime of SLA and financial perfor-
mance P objectives. As explained in Chapter 8 the adaptive scheduling control is robust
enough for corporate data processing, but is still operated by human. Therefore, apart
from the normal pervasive (active and passive) monitoring of batch subsystem dynamics
ASM suite must be integrated with access to time schedules meta–data or directly with
interfaces of batch schedulers.

There are many successful batch frameworks offering tight integration with EIS including
comprehensive support of managing jobs via APIs, start/stop/restart, processing statis-
tics, cluster and scalability features, error handling, dependency and re–execution engine,
and robust persistence of batched meta–data. The most prominent Java implementations
are Quartz62 (Cavaness, 2006) and Spring Batch63 (Minella, 2011) that also integrates
with Quartz (Harrop and Machacek, 2005) and has .Net framework64 implementation.
Python standard library offers scheduling event class, shed.py65, there are also specialised
libraries i.e. Prefect66 for sophisticated workflow engine for data–flow automation, Ad-

62http://www.quartz-scheduler.org/
63https://spring.io/projects/spring-batch
64https://www.quartz-scheduler.net/
65https://docs.python.org/3/library/sched.html
66https://www.prefect.io/, https://github.com/PrefectHQ/prefect

http://www.quartz-scheduler.org/
https://spring.io/projects/spring-batch
https://www.quartz-scheduler.net/
https://docs.python.org/3/library/sched.html
https://www.prefect.io/
https://github.com/PrefectHQ/prefect
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vanced Python Scheduler67, and Luigi68 package allowing to build complex pipelines of
batch jobs in workflows with dependency resolution, handling failures, CLI integration,
and directed to run Python mapreduce jobs in Hadoop, as well as Hive, and Pig. Another
Python tool that must be mentioned is Apache Airflow69 that is a platform to program-
matically create, schedule and monitor workflows, that is more and more often available
directly under PaaS model.

From the EIS implementer perspective as a client of cloud services the schedulers can be
applicable directly to on–premises, IaaS and PaaS. Whilst, from cloud provider side, the
main area of focus is PaaS, FaaS and SaaS.

At IaaS level all can use OS powered scheduling mechanisms, for Linux and Unix crontab70

and for Windows Task Scheduler71 offering API management. Although this tier of
scheduling software allows limited instrumentation the control integration of ASM is pos-
sible by configuration and scripting, and monitoring can be delivered by applying agents
into the objects that are executed.

Another area of interest would be an application of Batch–Scheduler–as–a–Service
(BSaaS). Several cloud computing vendors offer also PaaS and FaaS features like Azure
Batch72, AWS Batch73, and Google Cloud Scheduler74 as a fully managed cron job services
accessible by CLI and API, so the integration with ASM is fairly easy.

9.5.16 Micro–scheduling Control Applications

The action termination may be the last resort that a service operator or an enterprise
want to introduce. Not to mention the viewpoint of the client, of the API or UI service,
that has to prepare to adjust and reflect the consequences of the request cancellation.
Although, the client may be reassured or even attracted by the provider offering high
penalty SLAs that will be accounted to the customer profile in a case of termination, the
market response may be negative.

In these conditions the scheduling may be seen as an interesting alternative. The same
principles driving scheduling control of large batch jobs can be applied to shorter calls.

This type of non–acquisitive control method is better reflecting financial and operational
needs than termination in a case when SLA penalties for cancelling a call are higher than

67https://apscheduler.readthedocs.io/en/stable/, https://github.com/agronholm/
apscheduler/

68https://luigi.readthedocs.io/, https://github.com/spotify/luigi
69https://airflow.apache.org/
70https://man7.org/linux/man-pages/man5/crontab.5.html
71https://docs.microsoft.com/en-us/windows/win32/taskschd/task-scheduler-start-page
72https://azure.microsoft.com/en-us/services/batch/, https://docs.microsoft.com/

en-us/azure/batch/batch-technical-overview/
73https://aws.amazon.com/batch/, https://docs.aws.amazon.com/batch/
74https://cloud.google.com/scheduler/

https://apscheduler.readthedocs.io/en/stable/
https://github.com/agronholm/apscheduler/
https://github.com/agronholm/apscheduler/
https://luigi.readthedocs.io/
https://github.com/spotify/luigi
https://airflow.apache.org/
https://man7.org/linux/man-pages/man5/crontab.5.html
https://docs.microsoft.com/en-us/windows/win32/taskschd/task-scheduler-start-page
https://azure.microsoft.com/en-us/services/batch/
https://docs.microsoft.com/en-us/azure/batch/batch-technical-overview/
https://docs.microsoft.com/en-us/azure/batch/batch-technical-overview/
https://aws.amazon.com/batch/
https://docs.aws.amazon.com/batch/
https://cloud.google.com/scheduler/
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proportional positive impact coming from release of the resources utilisation.

Event–based systems, due to their asynchronous nature and relaxed TaT SLAs is a natural
niche and can be a very good ground for micro–scheduling control that delay the main
function execution for time where the required resources are more available.

Promising perspective create an association of micro–scheduling and termination control.
Both methods require the same level of actuation instrumentation, so can be deployed
together. Micro–scheduling method can be applied earlier within the chain of control,
before the main call execution or in the middle of a medium execution time routines
depending on the level and application tiers the instrumentation was introduced. In a
case when the outlook on the execution is not propitious, the termination control can
be executed. Both methods can be supporting each other in a mission to reduce the
current load and distribute the executions to maximise the affected resources for best
SLA footprint and optimising financial performance, P .

9.5.17 Joint Termination and Scheduling Control

Termination control can be applied together with larger batch jobs rescheduling. This
approach joins strengths of both key non–acquisitive control approaches. Whenever there
is a strong need, and SLA permit on that, batch job can be terminated. Even in the
middle of the execution, which can be still beneficial to the wider picture system, see
Section 8.6.

Batch frameworks APIs generally contain functions to stop the execution job. The ter-
mination can be also done within the application code depending on level of applied
instrumentation. As discussed in Section 9.5.15, since many scheduling frameworks are
open source and running platforms allow deeper code instrumentation, the job classes can
be additionally instrumented with termination actuators.

9.6 Discussion of Identified Limitations of Non–
acquisitive Control

After the review of potential applications and implementations it is time to discuss further
the applicability seen from constraints and limitations perspectives. Let’s begin from
commercial aspects moving to those more technical issues.

Again, the biggest, one could state, critique of the non–acquisitive control approach lies
within its core philosophy, so in the nature of cancelling the requests (termination) or
change of its execution (rescheduling). Also relatively narrow operating region of con-
trol, when a critical resource is close to challenging conditions of saturation, makes this
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approach just an auxiliary method to other commonly used control techniques, cf. Fig-
ures B.6 and 9.7. Without a strong motivation of resources optimisation or SLA conserva-
tion, both contributing on the global financial performance P , applicability of the methods
may be seen in many cases as economically non–viable option, simply too expensive for
the gains to be achieved.

Although many limitations, challenges and adoption barriers were listed already in previ-
ous Sections, it is important to collect those and place in a background of the ASM suite
design.

9.6.1 Application–level Control Intrusiveness

Control methods are intrusive by their nature. They require computational power to
process the requests. Although the design of control approaches presented and tested in
Chapters 7 and 8 was taking into account the issue it is important to highlighting that
additional processing is required at times where likely the CPU time is at high demand.
Still, in cases of other resources shortage additional CPU oriented processing may be
perfectly feasible.

Every weaved in layer of monitoring or actuation agent to the thread stack requires
larger thread memory footprint. In heavy recursion method use that can cause further
slowness in processing or even unexpected StackOverflow errors. The deeper instrumentation
the more promising possible control benefits may be seen, however, this needs to be
carefully investigated and balanced with close supervision of EIS administrators and ASM
operators.

9.6.2 Organisation Challenges Slowing–down Adoption

Non–acquisitive control methods must be always clearly stated in the contract of the
service under Terms of Service (ToS) or Terms and Conditions (TnC). Both termination
and rescheduling can change sequence of execution at the client–side. The UI or client
application functionality need to be carefully prepared, and in case of workflow constraints,
specific adjustments need to be applied.

The long learning process and human coordination is an additional level of complexity
for the ASM introductory training and can be expensive from organisational perspective.

9.6.3 ASM Suite Design and Implementation Challenges

Organisational and human oriented challenges reviewed in Sections 9.3 and 9.4 shape a
complex and long backlog development project to fulfil in the ASM suite design. Control
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actuators (a) weaved into the application code or (b) given as part of the control framework
or (c) set in platforms offered under or PaaS or (d) given in FaaS framework software
allowing serverless computing processing is another source of additional complexity that
must be well tackled in the ASM suite design, integrated and tested.

ASM–suites requirements are wide, so in a consequence the project assumptions and
general market principles need to bring flexibility as a priority of the platform design.
The additional level of flexibility always comes with larger complexity and in a result,
the bigger costs of the solution. The costs are twofold: (a) for the implementer – longer
production and larger product maintenance and support costs, (b) for the customer –
longer adoption, configuration and training.

Limitations of ASM integrations and their high prices shape the current practice to re-
cruit data scientists supporting DevOps (AIOps and MLOps) that will operate adaptive
deployment and control with a direct access to EIS components without ASM–class sys-
tem. Such a team formation offers promising flexibility to the organisation, however, is
introduced an ASM toolset may be disturbing established by the team throughput of the
solution delivery.

Additional advantages of ASM–level orchestration, defined in Section 9.3 and 9.4, bringing
all the parties closer that cumulatively contribute to better global optimisation of the
organisation resources within the market realms, see Figure 9.1, but can be difficult to
quantify upfront. So the investment decisions can be impacted by no clear TCO and
benefits rationalisation. Even though all of these commonly accepted standards are widely
applicable and it is clear that a suite integrating tool–sets would bring another level of
collaborations synergy.

9.6.4 Adaptive Frameworks Method Constraints

Adaptive control in a complex problem space, C, is difficult to be built due to many
unknowns and uncertainties. ASM systems collect run–time data of system states, S,
collections. In order to improve its actions, for the assumed adaptive ASM framework, the
control system has to experience many different situations. Those include applied control
successes and failures. In certain business conditions this behaviour can be unacceptable.
Although adding limits of amount and scale of new control rules inferred could reduce the
risks of inappropriate control applied, this would significantly reduce the speed of gaining
the knowledge and therefore lower the adaptability of the system. Natural solution would
be to add a human validation step to the rules induction mechanism, or a set of predefined
system state regions where adaptive control is forbidden, see Section 9.3.2.

Another business–wise limitation is the nature of the actuator type used. Due to func-
tional constraints termination actuators can not be used in every action of the system.
On the other hand termination actuators produce the most benefits in terms of reducing
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work-load, which normally had to be served.

However the biggest weakness of the method proposed in this work is dependence on SLA
definitions and potential impacts of wrongly set SLA. SLAs are defined by humans, often
without a full awareness of the system run–time characteristics (see risks of disengaged
organisation teams discussed in earlier sections). The controller framework “blindly” in-
terprets the input and output system dimensions and by evaluating the effectiveness of
earlier control, without any SLAs validation. Wrongly set SLAs can cause significant
degradation of the system operation; especially those which depend directly on low level
of resources or setting high penalties of often occurring system states. Naturally the con-
trol system will tend to terminate as much actions as possible, to limit resources utilised.
As already mentioned in Chapter 8 the control framework setup with cheaper SLA ter-
mination penalties should use termination more often.

9.7 Summary and Contribution of the Chapter

This chapter explained implications for practice of development and operations teams, in
a context of tested control approaches and reviewed theoretical concepts.

The clear tendency is to bring cross–discipline teams of specialists working together build-
ing a new ways of synergistic alliances tackling increasing levels of complexity and systems
design detail. More development is needed to bring hardware and software with new tools
and methods, carrying on started direction of introducing more and more abstractions
as observed in development of migrations from IaaS to PaaS to serverless computing and
SaaS systems setups where AIOps will have greater contributions.

The last chapter will summarise contribution, review open problems, tackled and non–
tackled challenges, but also give directions for the future as part of the global conclusions
of the thesis.
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Chapter 10

Conclusions

“Truth therefore and utility are here the very same thing.”
— Francis Bacon (1561 – 1626)

“Controlling complexity is the essence of computer programming.”
“Software Tools” (1976),

— Brian Kernighan (1942 – )

This is the final chapter that concludes and summarises the main findings of the research;
statements about the main contributions of the research, discussion of open areas and
recommendations for the future work.

10.1 Summary of Research and Findings

The area of adaptive control with non–acquisitive control methods, such as action termi-
nation and jobs scheduling, is a significantly underutilised subject of Application Service
Management. Cloud computing, hybrid clouds, but also on–premises systems demand
more and more autonomous control integrated within deployable Enterprise Information
System. This approach may be eminently suitable for systems with harsh execution time
SLA, such as real–time systems, or systems running under conditions of hard pressure of
power supply, or constraints set up by the green computing paradigm.

The main goal of the research was to build an approach of a conceptual framework that is
a ground for further extensions and can be demonstrated with example implementations
of self-–adapting control systems being part of ASM suites. In order to achieve above the
author took series of steps:

257
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• He reviewed the scale of ASM control with special focus on techniques that optimise
the performance of the systems working under SLA objectives in modern EISs –
Chapters 2, 3, 4, 7, 8 and 9.

• He introduced novel ASM metrics data processing methods that support the con-
troller and improves performance of the suite in an organisation context – Chap-
ters 5, 6 and 9.

• He proposed novel approaches to non–acquisitive control methods and applied sev-
eral techniques that bring adaptive features to the control in ASM environment –
Chapters 5, 6, 7 and 8.

• He identified the importance of joining algorithms and approaches from many disci-
plines such as control theory, cloud computing of all main models, software en-
gineering, and Machine Learning (ML) methods, e.g. PSO, GA, NN – Chap-
ters 5, 6, 7 and 8.

• Starting from the assumption that synergy of the specific technologies and ML
methods introduce value for understanding applicability of non–acquisitive control
approaches, author tested the methods in real application and simulation test–beds
– Chapters 5, 6, 7 and 8.

• In a consequence author found several barriers of the methods in the ASM field
and highlighted adaptive control limitations. As a result he stressed the necessity
of integrated human and adaptive controllers – Chapters 7, 8 and 9.

10.2 Effect of the Original Contribution

In a contrast to the approaches found in literature and discussed in published reports,
no system model of any kind is present in the discussed in Chapter 7 approach and a
knowledge base is incorporated as the main system metrics and control actions store
(Sikora and Magoulas, 2012). This allows to persist all the metrics and SLA values before
any control is taken, and after, to reevaluate taken control actions for changed system
characteristics, and retrain NN actuators with new control rules on–line. Such evaluation
of control actions does not require direct settings of control action to the SLAs defined and
later delivered. Also, in terms of SLAs, this approach provides a flexible way of defining
functions, allowing the selection and join of all metrics present in the knowledge base.

Moreover, the termination actuator used extensively in this research is not yet very of-
ten applied technique to reduce the resources utilisation. The biggest advantage of this
approach is a way of removing unintended load coming to the system when more im-
portant functions cannot operate and violate more expensive SLAs declared. Of course
this control of actions is autonomous, and the control system, as part of ASM–suite, can
adaptively define the scale of the interaction based only on measured impacts to SLAs.



10.2. Effect of the Original Contribution 259

Based on thorough accessible literature review, author believes, no one earlier used this
type of actuator weaved in the application runtime using AOP and governed by a neural
control block, see more details in (Sikora and Magoulas, 2013b) and Chapters 7 and 8.

Preliminary research, done during the problem formulation phase, highlighted a need of
rule–based similarity criteria approaches (storing system state after taken control deci-
sions) in adaptive control. Many QoS/SLA and resources bounds requirements can be
in conflicting states, applying conflicts resolution strategies improved performance of the
controller. Such rules generation have not yet been found in research reports published
in the ASM field (Sikora and Magoulas, 2013b).

Dimensionality reduction is necessary in complex ASM systems, where hundreds to thou-
sands dimensions may be present explaining EIS characteristics. Such investigations and
applications of causality models have not been found in the earlier ASM literature. The
proposed SCIC and SDCIC (Sikora and Magoulas, 2014a) algorithms help to solve the
problem. To improve the methods further ASM signal deconvolution (ASM-SD) tech-
niques have been studied as a search problem, see Chapters 5 and 6. The proposed
SDCIC algorithm can be improved in many ways, one of them is to apply signals de-
convolution, ASM-SD, or uncovering statistics of non–linearities under saturation, and
enhanced similarities match including dependency direction in distances check in time.
Activity signals extraction as a signals deconvolution technique applied to ASM control
(Sikora and Magoulas, 2014b) is a novel technique studied using many metaheuristic
search approaches.

Since typical real–time services must guarantee response within specified time limits, the
service provider can avoid contract violations by terminating the execution before a hard
deadline, just before processing the requested function but also during execution. This
scenario is the main focus of this chapter, where the assumption is that already allocated
resources are not scaling up or down due to control decisions but can be released by
terminating incoming actions requests. This is a technique widely used in practice by
human administrators. Nevertheless, it has not attracted considerable attention in cloud
computing, cloud–based enterprise systems or operating systems implementations yet.
Sill, it is foreseen the method will be introduced to FaaS and SaaS soon, see Chapter 9.

10.2.1 Literature Referring to the Original Research Contribu-
tion

• A self tuning regulator for nonlinear time varying control systems based on evolv-
ing linear models – A Kalhor - 2014 IEEE Conference on Evolving and Adaptive
Systems, 2014

• A self tuning regulator design for nonlinear time varying systems based on evolving
linear models – S Jahandari, A Kalhor, BN Araabi – Evolving Systems, 2016
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• Service Level Agreement-based adaptation management for Internet Service
Provider (ISP) using Fuzzy Q-learning – AK Bin Ramli, 2018

• Bouncer: A Resource-Aware Admission Control Scheme for Cloud Services – AA
Abbasi, MAA Al-qaness, MA Elaziz, HA Khalil – Electronics, 2019 (Abbasi et al,
2019)

• Adaptive monitoring for autonomous vehicles using the HAFLoop architecture –
E Zavala, X Franch, J Marco – Enterprise Information, 2021 – Taylor & Francis
(Zavala et al, 2021)

• A pre-check operator for reducing algorithmic optimisation time in image processing
applications – Z Han, K Liu, Z Li, P Luo – Enterprise Information Systems, 2021

• A novel service level agreement model using blockchain and smart contract for cloud
manufacturing in industry 4.0 – W Tan, H Zhu, J Tan, Y Zhao, LD Xu – Enterprise
Information Systems, 2022

10.3 Open Problems Identified for Research and Fore-
seen Development

This section will list a few still open problems that could satisfy motivations of future
researches taking as a starting point areas discussed in this study.

ASM suite requirements set an extensive range of challenges for functionalities, visu-
alisations and human exposed controls that require further more specific research and
prototyping investments. Wide scope of different platforms require independent approach
to instrumentation and building new frameworks or embedding in to existing PaaS, FaaS
and SaaS models.

10.3.1 Open Problems Linked to Application Limitations Identi-
fied

Control systems intrusiveness declared in Chapter 4 is a significant threat to the control
stability. As mentioned in Chapter 9 the ASM suite will need to balance are the impacts
of monitoring intrusiveness and over–control (too often executed control, too expensive
evaluations, etc.).

Another two situations where additional attention needs paid is the intrusiveness of the
control actuation instrumentation and control decisions processing. Both are present
where controller actuators use too much computation jeopardising efforts to reduce re-
sources utilisation and optimisation is not effective anymore.
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As discussed in Chapters 7, 8 and 9 those are important limitations and further research
identifying modifiable and adaptive instrumentation methods coupled with controller
setup as part of wider ASM suite would bring significant benefits to the performance
of the control.

10.3.2 Review of the Open Challenges Reported

Below author presents a list of several open problems in the research area; most of them
were outlined:

• High dimensionality (the curse of dimensionality effect): This was the main risk area
of the first two years of the research. Author has introduced an approach based on
metrics data time series analysis, which was tested using real and synthetic ASM
data (Sikora and Magoulas, 2014a). Still, further development of the methods visu-
alising the most significant dimensions and allowing interaction wit human operator
would be beneficial.

• Instabilities found during high utilisation and saturation of resources: Tackling the
control in the background of instabilities is one of the most difficult problems which
has been faced in the research. The phenomena was studied earlier by Hellerstein
et al (2004). Even though a resource signal transformation method used as a pre-
processing in signal deconvolution search has been proposed and tested successfully,
it would be desired to review the signals of different resources types like IO or Mem-
ory bound computations under a risk of saturation. Furthermore, the interesting
effect of 3rd party processing could introduce similar issue which can be even more
difficult to detect and decompose since the higher utilisation is not measured locally
and contrary the effect may lead to lower resources utilisation due to wait times.

• Researching general level of autonomy and scope of autonomous control agents
use in ASM: Monitoring environment can be also controlled, so the control system
would be able to decide which system dimensions (resources as system parameters,
and actions as instrumented application code) are most useful. Less important
dimensions do not have to be considered; this would lead to limiting the observer
effect and lowering metrics data store footprint on the control system. These aspects
can be further researched after applying SCIC/SDCIC (Sikora and Magoulas, 2014a)
as feature selection methods advising which metrics gathered from which elements
of the architecture are most relevant for a given control.

• Optimal frequency sampling problem: The issue is to find the optimal sampling
frequency in a given system, where the probes sampling too often is too intrusive for
the monitored system and introduces chaotic component, but too seldom does not
provide enough data. Using modulated aliasing and adaptive frequency of resources



262 Chapter 10. Conclusions

sampling and measure consequences on higher resources utilisation could be an
important research area.

• The observer effect in applied monitoring and control agents instrumentation: Too
many objects and methods under active– and instrumented with passive– and moni-
toring can be intrusive and can obfuscate results; it is crucial to understand potential
effects of our inspection on all observed artefacts.

• Parameters driven control: For actions which load profile massively depends on
parameters passed, controller could take into account parameters dimension as well.

• Hierarchical controllers: Focused on different operating regions agents work is man-
aged by coordinators or agents can communicate with peers. Multi–agent based
systems are natural candidates for applying control via distributed actuator agents
instances, which could be governed (or cooperated) in hierarchical or more complex
fashion. Agents could also independently execute control actions taking into account
previous (historical) data and be rewarded and punished according to the real sys-
tem situation and established SLA functions, moving and evolving in constantly
changing environment.

• Time–series prognoses and forecasting in adaptive control, classification and pattern
recognition, all present in knowledge extraction about the system usage, may lead
to taking more accurate control actions.

• Standard statistical methods and clustering techniques can be used in knowledge dis-
covery process, which should be applied in steps, such as: selection, pre–processing,
transformation, data mining, interpretation and evaluation(Abonyi and Feil, 2007).
Although this problem area has been covered with signal processing methods of
SCIC/SDCIC and ASM-SD there seems to be an interesting research niche to cover
related to selection of dimensions after control (intervention) that are measured from
statistical significance perspective.

• Large amounts of data cause challenges for search in the systems states knowledge
base. There is a need to research more efficient mining methods for patterns search
and dimensions selection. Multivariate metrics search and analysis can be the basis
for further predictors and classification research in the field.

• Queue–model–based controllers: The experimentation testbed can be a model for
predictions as outlined in Section 10.3.2.

• Application of Causal Reinforcement Learning (CRL)1 methods built from works
of Bareinboim and Pearl (2016) in the area derived from intertwining domains of
Reinforcement Learning (RL) and Causal inference: As mentioned in Section 5.7.2
RCT (Fisher et al, 1937; Chalmers et al, 1981; Splawa-Neyman et al, 1990; Rubin,
1990) and RL methods (Sutton, 1984; Sutton and Barto, 1998) are prone to limited

1https://crl.causalai.net/

https://crl.causalai.net/
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efficiency especially in conditions of high–dimensional problem spaces, but when
extended by causal models (Pearl, 2000; Pearl and Mackenzie, 2018) and Causal in-
ference (Pearl, 2010) can support each other bringing interesting prospects to ASM
control as well. Methods supporting control of systems under SLAs targets explained
in Chapters 4, 5 and 6 and control methods discussed in Chapters 7 and 8 where data
collection, model building as a curve fitting, and intervention as environment explo-
ration are just two bottom layers of the causation hierarchy (Pearl and Mackenzie,
2018). Those are namely L1 and L2 according to the Causal Hierarchy Theorem
(CHT) introducing tier model of 3 layers: L1 “Association” (seeing, observing), L2
“Intervention” (doing, intervening) and the highest L3 “Counterfactuals” (imaging,
retrospection). Chapters 5 and 6 provide examples of mechanisms defending the
position of RL in ASM control (Sikora and Magoulas, 2014b, 2015), nevertheless,
more recent works of Bareinboim et al. seem to offer a tremendous potential of
using CRL methods in the EIS services level control (i.e. non–acquisitive control)
that has far lower granularity (so higher dimensionality) than conventionally used
(Lu et al, 2002; Welsh and Culler, 2003; Abawajy, 2009; Li et al, 2010; Cheng et al,
2017) in adaptive scaling, scheduling and VM allocation. CRL tackles such areas
as: (a) Generalised Policy Learning (GPL) as an attempt to systematically com-
bine online and offline intervention approaches (Lattimore and Szepesvári, 2020;
Gasse et al, 2021) , this is similar to the practical application of the approach men-
tioned earlier in Section that is combining offline and online methods of interaction;
(b) deciding on when and where to intervene as a refinement process of the pol-
icy spaces, identifying on subset of offline policy spaces (Lee and Bareinboim, 2018,
2019, 2020); (c) Counterfactual Decision–Making (CDM) focusing on changing opti-
misation function based on intentional actions of human–agents, free will, and their
autonomy, using optimisation criteria based on counterfactual reasoning (Forney
and Bareinboim, 2019), the approach has been highlighted in Chapter 9; (d) Gener-
alisability and Robustness of Causal Claims, under transportability and structural
invariances shared across training causal models and deployment environments; (e)
Learning Causal Models (LCM), methods discovering the causal structure (learning
the causal graph) with systematic observation and performing experiments (Ko-
caoglu et al, 2017, 2019; Jaber et al, 2020); (f) Causal Imitation Learning (CIL), as
a L2 policy learning with unobserved rewards or partially observable L1 data given
by experts (Zhang et al, 2020).

10.3.3 Open Control Problems in Context of Cloud Computing
Models

Chapter 9 listed possible applications in a context of EIS and cloud computing. Still,
there are several open areas that could bring attention of future researchers and systems
designers.
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First of all, as we know, the application level adaptive control requires instrumenta-
tion. As of now author has not found an evident signal in the available literature to
create a standard for the cloud control APIs, that can be applied to directly to FaaS
model. Nevertheless, there have been instances of new standards raised as per Request
for Comments (RFC) process2. Proposed RFC–7252 “Constrained Application Protocol
(CoAP) Option for No Server Response” by Bhattacharyya et al (2016) introduces UDP–
based lightweight binary protocol bringing the REpresentational State Transfer (REST)
paradigm to constrained applications. RFC–8323 by Bormann et al (2018) extends Con-
strained Application Protocol (CoAP) over TCP, TLS, and WebSockets, and RFC–8768
by Boucadair et al (2020) removes risks of the infinite forwarding loops by detection and
defining the hop–limit under CoAP. Californium3, Java–CoAP4, MjCoAP5 (Cirani et al,
2015) are examples of open–source lightweight Java implementation of the protocol im-
plementing server– and client– side interfaces. RFC–8516 titled “"Too Many Requests"
Response Code for the Constrained Application Protocol” by Keranen (2019) introduces a
special Hypertext Transfer Protocol (HTTP/1.1) (RFC–7230—RFC–7235 (Fielding and
Reschke, 2013)) code 4.29 to CoAP that indicates the back–off period applying only to sim-
ilar requests, where the similarity is context dependent. Joint to the above topics Hartke
(2015) issued RFC–7641 addressing resource observation for CoAP. Although CoAP is
specialised to support IoT demands of distributed devices of low–power, loosely coupled,
lagged networks, low resources availability and other related constrains it can be an inter-
esting field supporting EISs and cloud models PaaS and FaaS by the protocol extensions
and implementations of non–acquisitive control.

Moreover, there is a strong need to define open standards of monitoring and actuators
that can run under EIS. In the last two decades there were several RFC for monitoring but
mainly for network and transport level, i.e. RFC–3919 by Stephan and Palet (2004), RFC–
4148 by Stephan (2005), RFC–4149 by Kalbfleisch et al (2005), RFC–4502 by Waldbusser
(2006), RFC–4710—RFC–4711 by Siddiqui et al (2003), RFC–8321 by Fioccola et al
(2018).

Real–time FaaS or more generally function executing under serverless computing with
harsh execution time SLAs can be considered as hard– or soft– real–time system, which
due to multi–layer virtualisation and complex scheduling mechanisms are going to be
extremely difficult to be addressed. RFC 7478 Web Real-Time Communication Use Cases
and Requirements, MARCH 2015

2https://www.rfc-editor.org/
3https://www.eclipse.org/californium/
4https://github.com/PelionIoT/java-coap
5http://netsec.unipr.it/project/mjcoap

https://www.rfc-editor.org/
https://www.eclipse.org/californium/
https://github.com/PelionIoT/java-coap
http://netsec.unipr.it/project/mjcoap
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10.3.4 Cross–cloud Brokerage of Federated Clouds

FaaS due to heavy reliance on SOA and SLA is possibly a fruitful area for adopters of
cross–cloud brokerage of services usage (Guzek et al, 2015). Multi–cloud and federated
cloud (Kertesz, 2014) challenges that enterprise face (Paraiso et al, 2012) require higher
level abstraction tools building bridges of integrations between cloud providers (Jamshidi
et al, 2015).

ASM suites and adaptive control can introduce significant value to cross–cloud brokerage
seen from three main perspectives: (1) cloud service inter–mediation, where intermediary
introduces value by provisioning additional services, (2) aggregation, where a broker ser-
vice combines many independent services into one coherent consolidated service of likely
simplified interface allowing to manage the services of many sub–providers, (3) cloud ser-
vice arbitrage, where a broker provide arbitrage service of choices of aggregated services
maximising costs, workload requirements, specific SLAs, or functionality needs defined by
the client. In all of the categories of the brokerage services non–acquisitive control can
find a place under TnC of the broker and client contracts.

Dynamic B2B cloud marketplace and variances of SLAs and service prices across cloud
providers (Paulsson et al, 2020) may introduce needs for additional level of non–acquisitive
control methods to be applied. So that the controller can decide by adaptive switching
method which cloud function should be fired under the current organisation and workload
circumstances.

10.3.5 Adaptive Modelling of SLA Contracts, Pricing Models and
Renegotiable SLAs

The adaptive control methods discussed in Chapters 7 and 8 shape designs for proactive
frameworks allowing SLA contracts renegotiation, which can be another area of research
interest. Such a meta–control could be applied to ongoing mediation of agreements over
costs and prices, but also scope of the service and SLAs.

ASM suites data converted into business–driven KPIs would support clearer situational
awareness allowing appropriate precautionary preparedness for the negotiations of services
costs and SLAs.

By default open boundaries used by adaptive controllers in a normal work could be con-
strained in order to regulate the negotiated terms. Furthermore, the controllers with
direct access to the contract negotiating features, i.e. on–spot or long terms price bid-
ding, changing category of client account (gold, silver, bronze etc), tackling the business
profitability optimisation function.

Adaptive SLA targets optimisation, supplemented by CapEx and OpEx monitoring, can
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be connected with other regular business domain regulating features of EISs such as:
variable pricing, discounts, promotions, lead acquisition, user profiled recommendation
engines tuning and digital marketing campaigns. Those are shaping market for the clients,
giving fast–adaptive cycles of incentives, formulating impulsion and motivations for ser-
vices adoption, and in the long term convert into better financial performance P .

10.3.6 Application Service Management as a Service (ASMaaS)

Most of modern APM and ITSM systems are available on SaaS basis, which is a preferred
model by clients (Matchett et al, 2017) due to such factors as: fast operational readi-
ness, minimised installation efforts, low costs of service introduction and flexibility of the
subscriber pricing model.

Insufficient development in the area of open–standards of actuation, absence of general
use control agents implementations that are easy to be applied, create an opportunity
for a well designed set of implementation could become a de–facto standard, and the
layer orchestrating the ASM could be moved to as a service model, Application Service
Management as a Service (ASMaaS), linked with CAMP paradigm. Cross platform and
application agnostic design could open the platforms to many clients.

Such an ASM control system could be fully aware of the costs and would be able to
support those calculated under business targets, revenue gains and hosting costs can be
converted to internal economical factors to be incorporated into SLAs for adaptive control
goals and driving financial performance P optimisation, see Section 9.5.

10.4 Directions for Future Research

The core objective and the outcome of the research was to build a concept level foundation
for creating a self–adapting controlling systems. Considering the fact that probably fully
autonomous systems continuously adapting to changing conditions can have resistance
of operators and marketing teams (via customers agreements) to be implemented in the
practice, it is still important to begin scientific research which will face a problem of
intelligent agents control in the enterprise sector.

• From Chapter 5:

Methods discussed build sequences of Similarity, Interference and Clarity values,
under SCIC – therefore provide details of interpreted data against time, which can
be helpful for understanding the relationships evaluated. In cases when only some
actions are controllable ac ∈ a, it is possible to find out which controllable actions
have the highest impact on resources and SLAs and include that in the rankings
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accordingly. This can be an interesting audit property of the method when applied
in the engineering problems space.

Additionally the introduction of the Dependency that measure complements and
enhances the Similarity measure, used in the original SCIC method, by applying
further causality observations based on cross–correlation. The use of this measure
leads to lower Clarity scores in situations when observed effects were delayed against
the set causality chain. The evaluated scenarios confirm the practical potential of
the proposed approach.

The research opportunities in the area of features selection for more focused au-
tonomous control in the ASM field is far wider. In particular there are more methods
investigated tackling various aspects relating to signal decomposition, unmixing hid-
den components, and incorporating knowledge about the system reactions delays,
which were highlighted in the next point.

Finally the causal inference and counterfactual reasoning methods outlined in Sec-
tion 5.7.2 can be a very fruitful future research area for means of checking the po-
tential intervention and highlighting causal–impacts from already executed changes
to the dynamics of the system under control.

• From Chapter 6:

In the future it would be desired to continue enhancing the search process of ASM
signals in the area of system states distributions driven search to tackle issues like
system responses delays, signals noise, impacts of unmonitored blind spots, and
observer effects, to better address needs of adaptive controllers, schedulers, but
also decision support systems. Also, the other general optimisation methods are
expected to be tested under the proposed and extended deconvolution model, with
focus on industry applicability and parallelisation gains. This research area is also
important for analytics and visualisation that is a key component of ASM tool–kits,
extending our earlier research in the area of features selection.

Moreover, additional research needs to be done in processing of signals acquired
from more complex computing system models, containing many architectural units,
components, network elements and communicating with other distributed services
supplying the integration needs of present–day, distributed, hybrid– and cross– cloud
computing systems.

• From Chapter 7:

Further validation of the approach is needed and enhancements, particularly through
designing more complex control blocks for scheduling in order to control specific op-
erating areas. To this end, in the future the research could continue enhancing the
framework with scheduling algorithms, Section 8.4.1, especially those that are deal-
ing better with overloaded systems, and apply more complex system architectures,
allowing to test memory allocation or network consumption as key resources for
distributed systems.
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Another promising area for further work would be to extend the control block and
the neural model of action types. Such extension would support collecting and
processing run–time data directly without evaluation that unavoidably comes with
longer feedback time. Furthermore, using adaptive thresholds for defining high–
mark and low–mark states, see Section 8.5.2, would be useful as it would allow the
controller to regulate how aggressive or smooth the applied control is; for exam-
ple, reducing the frequency of terminations when the system under control has not
reached certain operating regions yet, that should smooth the effect of the control
in the declared areas of the system state space.

Lastly, there is a significant potential in an extension that would allow the controller
to switch off a decision block the chosen action when the system is not significantly
loaded. This will reduce the activity of the control block to sampling only, and would
allow implementing a risk mitigation strategy for preventing potential terminations
that do not bring additional benefit since the available resources are expanded to
support a good level of operations.

• From Chapter 8:

To improve the performance of the adaptive control and shorter the feedback loop
by apply additional data sources, available in the local context of the neural decision
block runtime require actions activity as input for local termination decision making.

Models of queues could be used for advisory component of a decision block, see
Section 10.3.2. Although the neural control block is faster the control decisions
that are just below confidence levels of NN model deployed to the actuator can
slightly delay the execution by additional check with an additional decision block
that perform simulation of the current conditions. Such mixed approach open the
area of the research of hierarchical control blocks; that perform decision making in
a sequence of: (a) simple if–else rule–based, (b) NN, (c) queue based, (d) block that
could execute simple evaluation with access to the knowledge–base of system states.
Where the blocks are arranged from those of the lowest computation footprint and
with the highest certainty of control decision gradually introducing more complex
models.

10.5 Concluding Remarks

Although ASM control is gaining more and more attention in the enterprise, there is still
lack of well researched features selection methodology, which could be used to improve
autonomous control agents performance and support ASM operators.

As mentioned earlier, so far author has not found ASM solution using non–acquisitive
control techniques on wider scale in adaptive control in the ASM field. Author believes
that the main contribution in the area would be researching best ways of applying those
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methods to the field for particular use–cases.

Higher energy costs footprint in TCO of hosting, greater CO2 reduction pressures and
stricter overspending policies should stimulate the research of non–acquisitive control area.

Further industry implementation that base on the research results could help in daily
work of performance engineers, DevOps, and the system administrator staff. The problem
area is very wide to accommodate many further research programmes working on various
adaptive techniques which can be used for adaptive controllers. The proposed conceptual
framework and architecture is scalable and implementations can be use in EIS practice.
Cloud computing trend emphasises needs for the ASM control to optimise–the–whole
(Poppendieck and Poppendieck, 2003) in big computation centres and in firms delivering
their EISs.
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Appendix A

Publications

This Appendix lists author’s publications shortly describing the research results and orig-
inal findings, that have been incorporated in the Thesis and were elaborated in other
chapters accordingly.

A.1 Neural Adaptive Control in ASM

The paper was published in proceedings of the 13th International Conference on Engineer-
ing Applications of Neural Networks (EANN’12), which took place in London between
20th and 23rd September 2012. In the report Sikora and Magoulas (2012) describe a neural
network controller for ASM. The work presents developed software framework equipped
with a simple statistical methods for evaluating the system states, simulations results and
explore the potential of this approach. The control system checks current and historical
system states information and generates rules for the controller. Rules definitions are
approximated by a trained pair of NNs, that are weaved in the application run–time. The
software framework is able to change internal elements of runtime execution, by taking
control actions in background of flexible SLA definitions and resources as part of the
current system state. In this study the controller is only equipped with a termination
actuator eliminating expensive actions, and can adapt to changing conditions according
to modifiable SLA definitions, still without a model of the system. The general objective
is to optimise declared SLA functions values. No predictors and no forecasting of services
demands and resources utilisation have been used.

The material from this paper is used mainly in Chapter 7.
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A.2 Extended Neural Adaptive Control in ASM

The previous conference paper was selected for inclusion in a special issue. The paper is an
extension of the earlier results published and contains additional findings gathered during
the research. The submitted manuscript has been published in Evolving Systems Jour-
nal1. The paper (Sikora and Magoulas, 2013b) contains material extended of a detailed
description of the evaluator and rules generation engine working with different conflicts
resolution strategies. The control system “learns by observation”, building a Knowledge
Base and solving the optimisation problem under SLA definitions. The use of a reward
and punishment method in order to find control rules according to the specified in SLAs
direction was explained. The idea of exploiting background knowledge with positive and
negative examples in order to formulate a rule–based hypothesis about the accuracy of
an action was researched in the context of inductive reasoning (Muggleton and De Raedt,
1994; Muggleton, 1999).

The material from this paper is used mainly in Chapter 8.

A.3 Feature Selection based Dimensions Relevance
Search

The paper (Sikora and Magoulas, 2013a) contains results of the third year of the study,
and was presented in proceedings of the IEEE Science and Information (SAI) Conference,
which took place in London on 7 to 9th of October 2013. It describes a new approach
based on metrics data time series analysis, which was tested using real and synthetic
ASM data. Statistical methods and causality model assumptions (on the system struc-
ture) were applied to derive the system interdependencies using time series analysis and a
simple causality model of the system definition. Specifying the causal model (Pearl, 2000)
in the controlled system significantly simplifies evaluation of defined elements utilisation
dependencies. This allows more efficient time series similarities search processing, selec-
tion of most relevant dimensions, and easier control in the reduced space, which would
ultimately reduce maintenance effort. This paper poses the feature selection method
based on metrics time series analysis.

The material from this paper is used mainly in Chapter 5.

1Evolving Systems – An Interdisciplinary Journal for Advanced Science and Technology, Editors-in-
Chief: P. Angelov; D. Filev; N. Kasabov, ISSN: 1868-6478 (print version), ISSN: 1868-6486 (electronic
version), Journal no. 12530
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A.4 Finding Dimensions Relevance in ASM Control

The previous paper was well received by the reviewers board, and extended material con-
taining improved method SDCIC was published as a book chapter (Sikora and Magoulas,
2014a) in Intelligent Systems for Science and Information, Studies in Computational In-
telligence, Springer, 2014. The main area of the improvement was an additional measure
of Dependency between signals greatly improving stability of Consequence and strength
of causal relationship by checking result of cross-correlation (positive lags) following the
key assumption of causation theory that in a causal system a response never precedes an
input. In this study I have developed better understanding of the signal unmixing/ex-
traction problem and complexities involved.

The material from this paper is used mainly in Chapter 5.

A.5 Search–guided Activity Signals Extraction

As outlined in (Sikora and Magoulas, 2014a) conclusions and future work section
SCIC/SDCIC do not address well signals of resources that contain impacts of many other
actions running. This paper discusses an approach that can be applied as a deconvolution
technique that can greatly help to uncover hidden run-time relations between observed
signals in the ASM field. This is further work on features selection methodologies, which
could be used to improve autonomous control agents and support ASM operators. In
order to analyse extracted metrics ASM signals need to be decomposed to find relations
between system utilisation and effective activity. Introduced a metrics signal deconvolu-
tion method that can be used to support human administrators and/or be incorporated
into feature extraction preprocessing of decision blocks of autonomous controllers. Special
attention was paid to highly utilised resources and saturation effects.

The method considers the decomposition problem as a search problem that is solved using
heuristics and metaheuristic strategies. Quantitative and qualitative relations between ac-
tivity and system resources signals were searched with use of a model that is based on
similarity and variability of the changes, where minimal assumptions about the system
architecture and design are present. In this study four different groups of optimisation
techniques have been tested starting from gradient-based method Nelder-Mead(Nelder
and Mead, 1965), through SANN (Bélisle, 1992), PSO (Clerc et al, 2011), and GA (Teno-
rio and Tenorio, 2013). Findings of this part of the research have been published in
the proceedings of 4th UK Workshop on Computational Intelligence, that took place in
Bradford on 8 to 10th of September 2014.

The material from this paper is used mainly in Chapter 6.
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A.6 Evolutionary Approaches to Signal Decomposition
in an Application Service Management System

Activity signals extraction as a signals deconvolution technique applied to ASM control
(Sikora and Magoulas, 2014b) has been found as a promising field by UKCI2014 reviewers,
and this work has been selected out of the best papers to be extended and proposed to
be a part of a special issue of Soft Computing Journal2 in en expanded form.

The material from this paper is used mainly in Chapter 5.

A.7 Neural Adaptive Admission Control Framework:
a SLA–Driven Action Termination for Real-Time
Application Service Management

Adaptive control features that have been tested with use of a modelled system (Sikora
and Magoulas, 2021), applying “grey–models” and reduced dimensionality spaces. Experi-
ments have been conducted with use of a modelled application, that has been instrumented
with termination actuators. The simulations contain far more complex SLA conditions.
Apart of action termination actuators there is job scheduling control discussed further.
All the work was published under Enterprise Information Systems3 Journal.

The material from this paper is used mainly in Chapter 8.

2Soft Computing – A Fusion of Foundations, Methodologies and Applications, Editor-in-Chief: An-
tonio Di Nola, ISSN: 1432-7643 (print version), ISSN: 1433-7479 (electronic version), Journal no. 500

3Enterprise Information Systems – Publishes on the theory and applications of enterprise information
systems, from architecture and design to modelling and integration, Editor-in-Chief: Andrew W. H.
Ip, Hong Kong Polytechnic University, Hong Kong & University of Saskatchewan, Canada, Print ISSN:
1751-7575 Online ISSN: 1751-7583.
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Documentary

This documentary appendix discusses a general picture of the technology, industry, psy-
chology, economic, and social perspectives describing the background of the research area
and highlighting the motivations of use and industry applications.

B.1 Background of the Market and Industry Needs

The author believes it is important to collect the historical details describing the context of
the market and industry needs for a better understanding of the applications, conclusions
and future work discussions in Chapters 9 and 10 of the thesis.

B.1.1 Enterprise and Cloud Economics

With those motivations and objectives the new model offering additional level of abstrac-
tion tools, elastic compute scalability, high frequency of deployments, and great monitor-
ing capabilities, cloud computing allowed development and operation teams collaborating
even tighter reducing overspending, limiting communication waste and reducing SDLC
inefficiencies of long processes, team–work, business–needs and technical challenges (Beck
et al, 2001; Poppendieck and Poppendieck, 2003; Reis, 2011; Humble and Kim, 2018), see
Section 9.1 Points 3f–3g.

KPMG study by Bishop et al (2015) suggests that enterprises TCO may be reduced to
even 45% for private and 10% for public cloud in comparison to traditional IT TCO. Apart
of the lowered service hosting costs (Rosati and Lynn, 2020) for further maximisation of
RoI it is critical to exploit the scaling flexibility and reduced time of deployments in
cloud–ready EIS architectures (Jackson and Goessling, 2018).

Value chains of cloud computing have been thoroughly studied in last two decades (Qian
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et al, 2009) first focusing on elastic managed services support for distributed and SOA
driven designs (Neto, 2011), subscription models, spot (Agmon Ben-Yehuda et al, 2013)
and bid pricing (Li et al, 2016) and later moving to more serverless deployment models
(Eivy and Weinman, 2017). Public clouds benefit from economies of scale (Etro, 2015)
and so still the demand on the services grow (Sastry, 2020) the observed business value
for both clients and providers continuously progresses (Lynn et al, 2020).

Nevertheless, despite the huge potential of main cloud computing models, those motiva-
tions for the further progresses are limited by many practical challenges (Llorente, 2017).
The slowdown (impediments) introduce the need for more mature management and ser-
vice optimisation of EISs (Briggs and Kassner, 2016).

B.1.2 Moore’s Law and Cloud Computing Challenges

Moore et al (1965) predicted that “the number of transistors in CPU chip will double
around every two years”. The projection based on early observations appeared to be
remarkably precise establishing constant historical trend, see Figure B.1 (Rupp, 2020)1.
While Moore’s Law was offering gains in performance every two years it has been a basis
for a regular boosts in speed of general–purpose CPUs. Consequently enterprise software
development tend to focus on reducing the time to develop an application rather than
the total execution time it takes to run applications. Furthermore, this effect introduce
situations where no incentive to design and develop chip architectures designed to a spe-
cific task under a risk that in two years a general–purpose chip would outperform the
initiative.

Since reaching the CMOS2 limitations and power dissipation issues (Etiemble, 2018), the
clock frequencies largely levelled off around 2005 at around 3.7 GHz in 2008 (Danowitz
et al, 2012), see Figure B.1. In effect many enterprises and academic institutions were
forced to adopt systems to be designed in order to exploit multi–core resources (Stewart
et al, 2017). Additionally, there are more constraints preventing further scaling of cores
and slowing down production of larger CPUs (Taur, 2002). Still the demand forces the
industry to overcome the impediments (Yeap et al, 2019) including 5nm barrier (Lee et al,
2018), and carry on further CMOS scaling towards 3nm and beyond (Mocuta et al, 2018).
There are many other factors that need to be considered while comparing the performance
of CPUs, i.e. the width of the data bus, the response time of the memory, and the cache
architecture, but all of those are quite related to the CMOS limitations.

The current technology state shapes generally two ways of further development outlooks:

1. The wider use of parallelism with many cores of CMOS technology, with many
1Chart and data hosted at https://github.com/karlrupp/microprocessor-trend-data, reviewed

and published as well at https://ourworldindata.org/technological-progress.
2Complementary Metal—Oxide-–Semiconductor (CMOS), as a type of Metal—Oxide—

Semiconductor Field–Effect Transistor (MOSFET) creation process.

https://github.com/karlrupp/microprocessor-trend-data
https://ourworldindata.org/technological-progress


B.1. Background of the Market and Industry Needs 277

10
0

10
1

10
2

10
3

10
4

10
5

10
6

10
7

 1970  1980  1990  2000  2010  2020

Number of
Logical Cores

Frequency (MHz)

Single-Thread
Performance
(SpecINT x 10

3
)

Transistors
(thousands)

Typical Power
(Watts)

Original data up to the year 2010 collected and plotted by M. Horowitz, F. Labonte, O. Shacham, K. Olukotun, L. Hammond, and C. Batten

New plot and data collected for 2010-2019 by K. Rupp

Year

48 Years of Microprocessor Trend Data

Figure B.1: This chart compares the transistors, single-thread performance, clock fre-
quency, thermal design power, and number of logical cores of microprocessors from 1971-
2020 (Rupp, 2020).

limitations (Haensch et al, 2006) and ways to improve the performance of CMOS
planned (Bohr and Young, 2017; Razavieh et al, 2019) (a) employing larger groups
of general–purpose CPU (or more specific GPU) cores on the same chip3 (González,
2019), (b) implementing larger systems that use parallel processing (Shukur et al,
2020; Behnezhad et al, 2021) often following heterogeneous computing models (Shalf,
2020; Zou et al, 2021).

2. The introduction of other technologies, where many are still on very theoretical
level, tackling both logic elements and memory improvements (Chen et al, 2019)
such as: 3D transistor, Spintronics (Manipatruni et al, 2018), Tunnel Field–Effect
Transistor (TFET), Carbon Nanotube Field–Effect Transistor (CNTFET), Single–
Electron Transistors (SET), Quantum dot as Quantum Cellular Automata (QCA),
Photonics and optical computing, Reversible computing, DNA computing, Quantum
computing, and many more, with significant challenges as outlined by Wu et al
(2013) and often requiring new approach to software design and development.

Still, typical EIS applications bottle necks are more I/O related, with disk and memory
access, since they very much operate within feature–sets that are requiring more On–
Line Transaction Processing (OLTP)–class or online–event processing with often access
to persistence mechanisms. Also, the tendency to serve higher load of incoming requests
(Lomet, 2018) often under SLA drives a demand on larger software cache subsystems, such
as full text search indexes, data dictionaries, web caching, ORM and DB–level caching.
Wider application of those often expose limitation in a form of low amount of RAM

3See processor offer and plans of AMD https://www.amd.com/en/processors/, Intel https://www.
intel.com/content/www/us/en/products/details/processors.html, and IBM servers and processors
https://www.ibm.com/it-infrastructure/power/.

https://www.amd.com/en/processors/
https://www.intel.com/content/www/us/en/products/details/processors.html
https://www.intel.com/content/www/us/en/products/details/processors.html
https://www.ibm.com/it-infrastructure/power/
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Figure B.2: Performance development of top500.org supercomputers, 1997–2020. Total
computational power vs the best and the last in the ranking (Strohmaier et al, 2020).

memory available (Paschos et al, 2018).

Another critical requirement creating limitation of large systems is need to distribute
computation amongst many locations. The wide well established in literature extension
to the cloud computing facilitating the rapidly spreading paradigm of IoT is a concept of
fog computing (Bonomi et al, 2012; Yi et al, 2015; Atlam et al, 2018; Singh et al, 2021b). In
the fog the services are instantiated across many logical nodes distributed geographically
and that implies distribution of not only the computation, but also the communication,
storage resources, and other services on closer to services of the end–devices (edge devices)
and systems in the control of end–users.

Another group of cloud computing challenges is lined to the the internal for cloud clients
limitations is the inadequacy of team resources and expertise to perform migrations.
Employers are still finding it difficult to find employees with all the necessary experience
to set up adequate cloud deployment pipeline and services hosting setup. Complete
governance over corporate services in hybrid cloud, compliance and cost management
are another key difficulties organisations face which are slowing down the adoption phase.
Further adoption may also bring risks related to the multi–cloud environments and vendor
lock–in issues.
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B.1.3 Energy Consumption of Cloud Computing

Since the demand on cloud computing remains extensive (Jones, 2018; Kamiya and Kvarn-
ström, 2019) and regardless of the above mentioned limitations the growth of computa-
tional power deployed in the industry continuous (Shehabi et al, 2018). It is important to
review other globally observed risks that are just another type of limitations to overcome.
Where growing energy consumption is a key area of concern (Kamiya and Kvarnström,
2019; Kamiya, 2021).

Cloud computing is already a valuable response to global ICT emissions (Pesce, 2021),
which is extended by raising transfer electricity footprint (Aslan et al, 2018).

Still, server power supply and processors are accountable for only 14% and 15% total
energy demand in data centres, while cooling accounts for 38% of total energy demand
in data centres. Cloud computing due to computation resources consolidation that sig-
nificantly reduces the gross energy use (Verma et al, 2009), with monitoring and profiling
(Govindan et al, 2009) improves the general performance and SLAs (Gandhi et al, 2011),
tackling conditions of overloading (Beloglazov and Buyya, 2012a), and network usage
(Zheng et al, 2014), as opposed to standard enterprise on–premises systems that often are
highly under–utilised (Koomey et al, 2011).

Ultimately the greater computational power of cloud data centres the greater energy
usage. Electricity costs are a dominant operating expense and account for 10% (Koomey
et al, 2007) to even 20% (Rasmussen, 2011) of the TCO of a high availability computing
data centre. Thus the energy efficiency optimisation become a critical element of design
and costs implications for cloud providers (Beloglazov, 2013). At the end, data centres
are not only as valuable as the processors but the rest of the hardware and power setup
they utilise.

According to Koomey (2008); Koomey et al (2011) the number of operations a computer
can perform with each kilowatt hour [kWh] of energy has doubled around every 1.6 years
for peak performance and every 2.6 years for the average performance. That’s a 10-billion-
fold improvement over 50 years. Although, the rate of the increase has slowed since mid
2000’s but not stopped, the current generation of computing will face physical limits of the
transistors functions due to the heat dissipation challenges and non proportional power
increase in function of computational power. Further comparable efficiency gains require
revolution in electronic circuits design.

As discussed above the observed slow down of single thread performance related to 2000’s
slow down of Moore’s predictions due to frequency limits, see Figure B.1, the power
efficiency [GFlops/Watt] of large datacenteres is constantly growing (Khan et al, 2021) as
shown in green500 ranking4, see Figure B.2. According to the study of IEA5 by Kamiya

4https://www.top500.org/lists/green500/
5IEA – International Energy Agency, https://www.iea.org.

https://www.top500.org/lists/green500/
https://www.iea.org
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and Kvarnström (2019) the global data centre energy demand has stabilised between
2015 and 2021 not reaching 200 TWh yearly, with steady reduction of power consumed
on infrastructure from 84 in 2015 to 63 TWh in 2020 giving proportionate gains for servers
consumption with comparable network and storage needs. The same study reports even
bigger change in the share of hyperscale data centres from 34 TWh in 2015 to 76 TWh,
so 117% increase, where cloud non–hyperscale raised only 17%, whilst traditional lowered
proportionally. Forecasts of energy consumption of servers and data centres worldwide
vary from 800 up to 3000 TWh per annually in 2030 (Hintemann and Hinterholzer, 2019).

Ultimately the growth of power consumption will be related to greater costs (Andrae and
Edler, 2015). Even if the energy footprint stabilises the cost of necessary infrastructure
needed to optimise the energy consumption and minimise the waste will require additional
investments.

It is expected that with further exponential growth of computing power of data centres
and cloud computing in general the component of energy costs will be wider. This effect
will be stronger when the costs of electricity production will continue to grow (Lorenczik
et al, 2020).

Table B.1 presents summary of “forces” that slow down but also speed up the further
development of computational power of data centres and their applicability to deliver
solutions to EIS problems.

B.1.4 Supercomputers

Interesting perspective on the future of cloud computing that currently is more reliant
on commodity hardware may bring review of HPC and development of supercomputers
regularly investigated and benchmarked by top500.org6.

Although supercomputers create a separate niche there are numerous similarities that
help to conclude on trends well correlating to the cloud computing scale of development.

In 2000’s cloud computing was seen as still not yet mature enough for HPC computations.
Napper and Bientinesi (2009) acknowledged that although cloud provides an extensible
and powerful computing environment for web services, still the experiments conducted
indicated that the cloud (or leading provider like Amazon’s EC2, at least) is not meeting
the research requirements. Almost a decade later Mohammadi and Bazhirov (2018) re-
ported that leading public cloud providers deliver the single computing core performance
comparable to modern traditional supercomputing systems.

Let’s review the data collected. Figure B.3 contains the latest data of supercomputer per-
formance statistics provided by top500.org (Lenski, 2020), where RMax is maximal Lin-

6https://top500.org

https://top500.org
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Figure B.3: Selected statistics of top500.org supercomputers from 1993 to 2020.
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Figure B.4: Top500.org supercomputers development of performance, cores and total
power per core from 1993 to 2020.

pack Benchmark7 performance achieved, RPeak is theoretical peak performance, NMax
is the problem size for achieving RMax, where RMax and RPeak values are in GFlops.
Although clock frequencies stagnated after 2008 the total processor cores is increasing
exponentially with almost the constant rate for last 25 years, and only after 2011 the
NMax distribution of 500 biggest supercomputers is broadening, see Figure B.3c. The
increase of performance per core in last 25 years is exponential too, due to advancements
introduced in the architectures of CPUs.

The power efficiency has been significantly improved in last 10 years, see Figure B.4.
Although the total power is raising exponentially (top right) the rate is slower than RMax
(bottom left) or count of cores (top left). Also, proportional total supercomputer power
per core is reducing in years (bottom right).

7The Linpack Benchmark used by top500.org https://www.top500.org/project/linpack/ is a set
of algebra routines widely used in solving dense multidimensional linear equations which is a widely used
measure of a system’s floating-point computing power. Linpack has been adopted to be executed in CPU
and GPU computations (Dongarra, 1987; Dongarra et al, 1993, 2003; Wang et al, 2011; Mohammadi and
Bazhirov, 2018) .

https://www.top500.org/project/linpack/
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B.1.5 Green Computing

According to IEA the entire ICT energy demand accounts for approximately 200–250
TWh, that is around 1% of global electricity consumption (Kamiya, 2021). The electricity
sector generation of Carbon dioxide (CO2) emissions varies depending on a source between
25% (EPA, 2021) to 38% (Yoro and Daramola, 2020), but it could be estimated that ICT
sector should account to around 0.25% to 0.4% of global CO2 emissions.

The low–carbon generation is becoming a cost competitive target (Lorenczik et al, 2020)
and renewable energy sources are being more and more reliable (Infield and Freris, 2020).

The accessible and widely accepted by governments and public opinion trend leads another
level of optimisation needs. The cloud computing providers also received this pressure
to not only focus on the energy–efficiency (Mytton, 2020), investing in hardware and
software that reduces the energy footprint (Berl et al, 2010), but also use of waste heat
and implement wide use of renewable energies.

The green computing and green cloud (Liu et al, 2009) are already well established trends
shaping the data centres architectures, operations, costing and pricing where environ-
mental perspectives are pushed to the agenda of highest priorities. The same sustainable
computing standards have settled in HPC sector as well (Sharma et al, 2006; Feng and
Cameron, 2007). The cloud computing data centres globally invest more and more and
focus transformation strategies on green computing KPIs such as CO2 footprint per ser-
vice unit, service quality, resource utilisation (Shehabi et al, 2016; Malmodin and Lundén,
2018; Laganà et al, 2018; Masanet et al, 2020; Xu and Buyya, 2020).

The promise of better resources utilisation and energy conservation by consolidation of
servers (Kim et al, 2009; Ismaeel et al, 2018) applications (Srikantaiah et al, 2008), VM
allocation (Beloglazov and Buyya, 2010a, 2012a), CPU voltage and frequency scaling (Fan
et al, 2007), providing flexible auto–scaling (Wu, 2014b), and finally introducing holistic
control of the entire development stack (Baldini et al, 2017; Adzic and Chatley, 2017;
Castro et al, 2017; McGrath and Brenner, 2017; Jonas et al, 2019) is very widely adopted
in the cloud computing. These efforts also create pressure on vendors to invest in the
marketing, encouraging the use of additional services in their ecosystems and education
efforts to popularise serverless computing and FaaS models (Shahrad et al, 2020).

B.1.6 From Energy Efficiency and Resource Optimisation to
Over–utilised Shared Services and SLA Violations

Under–utilised servers is an obvious source of waste for service providers who could have
over invested in too big infrastructure, so both CapEx was too high and required OpEx,
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i.e. costs of staff for operations and energy8, is still needed. Of course this can be
an intermittent or temporary situation, but in an ideal scenario the machines are fully
utilised.

Similarly, over–utilised servers case can be considered as a source of waste too since
it is impacting quality of provided service. This balancing act is difficult since many
applications are CPU and memory hungry and more and more often this resource is a
bottle neck in computing allocation for scalable systems. Moreover, access to disks for
I/O intensive applications can cause serious performance impacts when heavy read/write
processing is performed leading to persistence layer contention. Thus, the normal response
of cloud providers is to offer specialised services under PaaS, FaaS, or SaaS models that
allow to optimise the resources usage by dedicated and more predictable characteristic
even under unexpected/not–manageable work–load (Lynn et al, 2017; Bhamare et al,
2017; Fazio et al, 2016; Hawilo et al, 2019).

Therefore, servers should utilise maximum capacity that is still allowing meeting through-
put and latency requirements given by SLA that clients expect guaranteed computational
power and low–latency executions. Unfortunately, as a consequence to the optimisation
pressures explained in the first paragraph of the section (escaping from under–utilised
resources) that is typically very close the point of saturation9 which causes huge impact
on SLA, as discussed in Chapter 5.

The economical and energy conservation pressures forcing usage of the available resources
to the maximum, high inertia of elasticity (auto–scaling) and unpredictability of load are
typical forces pushing cloud providers out of the stable operating regions. It is especially
visible in IaaS and PaaS models powered by stacks of virtualisation layers. Switching off
machines is saving the percentage of costs due to energy conservation, but is introducing
the cold start problem and reducing the standby reserve, so raising the inertia of elasticity
furthermore. Pushing the responsibility of costs optimisation to the client in IaaS is being
challenged by market and balanced by more PaaS and FaaS offers available (Van Eyk
et al, 2018).

In not well maintained cloud machines rented to support EIS, a situation where servers
are idle or overloaded can be common. As shown on Figure B.5 similar to presented
by Beloglazov (2013, p.25) demonstrates wide scenario example of issues related to poor
balancing of CPU utilisation distribution of 100 most loaded PlanetLab hosts10 (Chun
et al, 2003; Peterson et al, 2006; Park and Pai, 2006).

To illustrate the problem that is more common to on–premises IaaS for clients but also
to service providers of FaaS and serverless computing models let’s consider a simple and

8It is estimated that even 20% of TCO of a data centre is spent on electricity (Rasmussen, 2011).
9Servers that are close of reaching maximum utilisation of a given resource under long–term load are

prone of getting in the state of saturation which case load measurements to raise exponentially.
10PlanetLab workload traces collected in March and April 2011 https://github.com/beloglazov/

planetlab-workload-traces

https://github.com/beloglazov/planetlab-workload-traces
https://github.com/beloglazov/planetlab-workload-traces
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Figure B.5: Example of CPU utilisation histogram of 100 most loaded PlanetLab servers.

idealistic scenario. This is merely approximating observed phenomena for demonstration
purposes and not taking into account many underlying processes that will in normal con-
ditions cause impact on the resources utilisation time and obfuscate the results. First
assumption is that the load is generated by long–term activity using highly CPU–bound
functionality with certain always the same CPU time executing in a capacity constrain
system in order to limit example complexity. The model was built following conclusions
of earlier experiments explained in Chapter 5 relations between incoming requests, util-
isation, system load, and SLA, confirmed in real–application and simulated in test–beds
explained in Chapters 6 and 7. See Figures 5.2 7.5 and 8.7 demonstrating relation of
activity inputs, CPU and processor queue (load) to SLA. Figure B.6 shows various metrics
in function of CPU utilisation11, such as: quantity of requests (Service Use), power con-
sumption12, execution times, example of SLA that contains no cost penalty13 for double
execution that are longer than twice as expected execution time, costs of energy, and to-
tal financial performance P that contain revenue reduced by CapEx, energy, other OpEx

11The figure is presenting normal operating conditions from 0 to 100% utilisation; after CPU is satu-
rated under constant usage the load is quickly increasing exponentially, forcing server to stale condition
(late signal to internal scale–up IaaS that powers FaaS layer) which were not presented here.

12Each processor will a specific energy consumption characteristic, so it is impossible to give generic
factors, but in order to illustrate the general pattern let’s assume the energy usage performance in a
function of load under the same clock frequency and voltage is well defined by a linear approximation
starting from Pidle for no use to Pmax for 100% utilisation (Fan et al, 2007), which varies from 50% to
70% depending on CPU architecture and use–case (Zhang et al, 2013; Ali et al, 2016; Brünink et al,
2011).

13The scenario was extended in Section 9.5 where SLA contains cost incurring penalties for service
provider.
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costs. In colours were depicted operating regions; in green – positive financial perfor-
mance, in orange – no profit in FaaS conditions, in red – signals to scale up, in dark–red
– loss of revenue in a situation of high demand on services.

Quality and performance of cloud services control should focus on widening the region of
profitable operation, as highlighted in green on Figure B.6. Ultimately, the main point of
the control is to widen the curve of financial performance, P , to left, by scaling–down and
switching off not needed resources, offering on–request prices modulating the demand,
and, to right, by scaling–up and using non–acquisitive control methods, see Section 9.5.
Furthermore, cloud service providers being attracted by the fine grained management of
service of machines (IaaS) and VMs (PaaS) shared provisioning drive the industry to
incentivised usage of serverless approaches (FaaS) and features exposure (SaaS).

B.1.7 The Software Factor

Lots have been said about how computing resources are offered to the enterprise use i.e.
all cloud computing approaches and how computing improved in last 20 years, but many
argue more has been done in the area of software.
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Figure B.6: Theoretical performance of function driven cloud service that is capacity
constrain in context of energy costs and SLA.



B.1. Background of the Market and Industry Needs 287

Despite the view of Wirth (1995), who observed that in the pursue of quick business
requirements delivery the software expands quickly to fill available resources and is get-
ting slower more rapidly than hardware is becoming faster, last 20 years is a massive
improvement in software development practices; note agile, lean, and scaled teams soft-
ware development (Cockburn, 2006; Poppendieck and Poppendieck, 2003; Hanoch and
Vitouch, 2004).

The progress was also possible due to enormous work of the wider, global community
(information society age), building open source software for completely new value of syn-
ergy in collaboration, in the era of internet declaring good practices and list of software,
organisation and architectural anti–patterns.

Algorithms, software approaches and systems architectures drive further improvements.
Software delivered in forms of open source, reusable packages, libraries and services help to
speed up further development. Software is also more efficient due to algorithmic advances.
Thompson et al (2021) argue that the progress made in algorithms field, is more important
than previously realised and sometimes even orders of magnitude more important than
hardware improvements offering the raw computational power increase.

Therefore, the software tier of cloud computing service providers but also clients shall be
utilised for the control needs further.
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Table B.1: Table of “forces” shaping further development of computing, data centres
development and their applicability to deliver solutions to enterprise.

Force
name

Response to Type Description

� Frequency
limits

— Slowing
force

Observed inefficiency of CMOS based transistors power
consumption and heat dissipation challenges.

� Open
source

Vendor lock–
in, Internet,
Demand on
solutions to
common prob-
lems

Pushing
force

Software development model with source code that is
freely available for possible modification and redistri-
bution open new ways of collaboration of software en-
gineers greatly improving the software by sharing the
changes within the global community.

� Common
algorithms

Demand on so-
lutions to com-
mon problems

Pushing
force

Advantages of common algorithm progress, may be
seen as far more important than hardware (Thompson
et al, 2021).

� Multi–
tenancy

Demand on
software distri-
bution

Pushing
force

An approach relaying on a policy introducing segmen-
tation, isolation and governance over service levels, and
billing models for different consumer accounts.

� Dynamic
provision-
ing

Demand on
computation
power

Pushing
force

A solution that is allowing further reduction of wasted
computing resources through delivery of shared servers
capacity to clients for the actual demand.

� Moore’s
Law
progress

Demand on
computation
power

Pushing
force

The observed phenomena where the number of tran-
sistors in a dense integrated circuit doubles every two
years greatly extending the scope and performance of
computational units.

� Beyond
CMOS

Demand on
computation
power

Slowing
force
(impact
uncer-
tain)

Challenges and uncertainty related to research and de-
velopment of new technologies beyond the CMOS scal-
ing limits, and further clock scaling trends.

� Edholm’s
law
progress

Demand on
connectivity
and distributed
systems

Pushing
force

Observed development of the bandwidth of telecommu-
nication networks (including the Internet) is doubling
every 18 months.

� Koomey’s
law
progress

Costs of power
consumption

Pushing
force

Observed the number of computations per joule of en-
ergy dissipated doubled about every 18 months.

� Impeded
scalable
parallelism

Demand on
parallel pro-
cessing

Slowing
force

As per Amdahl’s and Gustafson’s law parallel pro-
cessed may introduce dramatic improvements in
throughput of multiprocessor–, multi–core– comput-
ing, nevertheless, not all parts of programmes can be
truly parallel, sequential parts are significant part of
the computing paradigm, see Section B.2.3.

� Parkinson’s
law

Demand on
computation
power

Pushing
force

In computing context the law can be generalised fur-
ther as a statement where the demand upon a resource
lead to expand to match the supply of the resource
availability. In result we observe, data centres growth,
further consolidation and hyperscale. Costs of new
data centres will be balanced by demand.

� Energy
conserva-
tion

Demand on
computation
power

Slowing
force

There is no hard barrier to be faced in the near future,
however, with growing focus on energy conservation,
CO2 reduction pressures and raising costs of power
the green computing should see rapid development but
also will be slowing down the pure computational per-
formance increase.

� CO2 emis-
sion reduc-
tions

Stabilising the
climate change,
demand on
computation
power

Slowing
force

In order to fasten the transition, rather than rely on
national grids migrations, large computation centres
will require to invest in renewable energy sources. This
requires substantial founding in redevelopment of main
sources, backups (largely diesel), energy storage.



B.2. Practice of Software Execution Control Constraints and Requirements 289

B.2 Practice of Software Execution Control Con-
straints and Requirements

EIS are growing bigger and bigger, with more interactions with other systems, and dif-
ferent deployment approaches. In order to see the whole and build conceptual integrity
(Poppendieck and Poppendieck, 2003), as a complex structure of architecture, resources,
executing software, development and deployment standards ASM design need to react not
only to, as discussed earlier in Section 9.2, technical and market needs, nor organisations
requirements explained in Section 9.3, but also to specific constraints to be reviewed in
this section.

The economics of data centres, Section B.1.1, which offer cloud computing services, have
pushed hardware and software to the limits, Section B.1.6, leaving only very little per-
formance overhead before systems get into saturation. As a result, the risks of impacting
execution times grow rapidly.

In order to deliver a stable service at a time of high demand on computational power,
cloud providers must implement fast and robust control mechanisms to adapt to changing
operating conditions. The control can be enforced manually by operators and automati-
cally by autonomous systems. There are normally two methods for dealing with increased
load, namely increasing computational power or releasing the load. That is typically re-
alised either by (a) allocating more machines, which must be available, waiting idle, to
deal with such a situation, shifting VMs, redistributing load, or (b) throttling, terminating
incoming actions that are less important to the new activity demand pattern.

This section begins from discussion of constraints observed in the current market and
technology conditions, moving to the specific ASM–driven requirements considerations of
non–acquisitive control methods (see point (b) above).

B.2.1 Software as a Control Actuation Layer

As highlighted in Section B.1.7 there is great value of software advancements often un-
derrated in comparison to hardware improvements of last 20 years.

Application–level control offers several benefits and angels of flexibility such as:

1. faster actuation mechanisms than those that can be applied to infrastructure,

2. insight to run–time details of the application,

3. tightly integrated control based on business driven metrics collection,

4. control can be applied for specific functions of a wider code–base,
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5. control over interactions between layers of the application or interactions between
systems,

6. control over heterogeneous hardware, platform and function service providers that
may introduce fluctuations of random characteristics (Malawski et al, 2017; Figiela
et al, 2018) or even expected situations, i.e. cold–starts or call–time–outs in FaaS
(Shahrad et al, 2020; Manner et al, 2018),

7. access to input parameters and deeper characteristics of persisted data that can
significantly change run–time profile of a functionality.

The approach can be applied by cloud computing vendors to regulate FaaS and event–
based software interactions, but also in on–premises model, see Section 9.5.

B.2.2 Software Framework Constraints

There are many different constraints software frameworks exhibit under different cloud
model circumstances (Furda et al, 2017; Krancher et al, 2018; Mohanty et al, 2018).

Seeing matters from IaaS and PaaS perspectives, a control software framework needs to
be either weaved–in to the application or be part of the platform the application is de-
ployed on. Several PaaS providers that allow deployment of custom EIS but also SaaS
applications (Walraven et al, 2014; Gey et al, 2015; Truyen et al, 2016) such as Ama-
zon Elastic Beanstalk14, Atos apprenda15, Azure App Service16, CloudBees17, Engine
Yard18, Google App Engine19, Heroku20, Jelastic21, Oracle Cloud Platform22, and Pytho-
nAnywhere23. There are several open–source projects, such as: Apache Mesos24, Google
Kubernetes25, CoreOS26, Red Hat OpenShift27, and Cloud Foundry Foundation (Apache
2.0)28 (Kratzke, 2014) supporting such run–time platforms as Java (Spring), Ruby (Rails,
Sinatra), JavaScript (Node.js), .NET (.NET Framework, .NET Core Framework), Python,
PHP, Go an can be deployed to IaaS of such vendors like Amazon Web Services, Microsoft
Azure, IBM Cloud, Google Cloud Platform, VMware’s vSphere, OpenStack.

14https://aws.amazon.com/elasticbeanstalk
15https://apprenda.com
16https://docs.microsoft.com/en-us/azure/app-service
17https://www.cloudbees.com
18https://www.engineyard.com
19https://cloud.google.com/appengine
20https://www.heroku.com
21https://jelastic.com
22https://cloud.oracle.com/paas
23https://www.pythonanywhere.com
24http://mesos.apache.org
25https://github.com/GoogleCloudPlatform/kubernetes
26http://coreos.com
27http://www.openshift.com
28http://cloudfoundry.org

https://aws.amazon.com/elasticbeanstalk
https://apprenda.com
https://docs.microsoft.com/en-us/azure/app-service
https://www.cloudbees.com
https://www.engineyard.com
https://cloud.google.com/appengine
https://www.heroku.com
https://jelastic.com
https://cloud.oracle.com/paas
https://www.pythonanywhere.com
http://mesos.apache.org
https://github.com/GoogleCloudPlatform/kubernetes
http://coreos.com
http://www.openshift.com
http://cloudfoundry.org
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Software in order to operate requires a common framework deployed to all parties, espe-
cially in case of hybrid clouds, FaaS, and wider event–driven and serverless computing
are great areas of future development (Lynn et al, 2017). Although there are many
mature FaaS approaches (Leitner et al, 2019), various platforms differ in focus, target
domain, assumed model, and architectural decisions (Van Eyk et al, 2018). Since there
are clearly observable certain specifics of given vendor solution characteristics of how dif-
ferent cloud providers deliver their function–driven services; this is magnified by no clear
standard adoption the market tend to allow on vendor lock–in practices (Opara-Martins
et al, 2016) significantly impeding migration efforts (Yussupov et al, 2019). Apart from
the closed source FaaS platforms, there are several open–source platforms that have been
emerging (Mohanty et al, 2018), including Apache OpenWhisk29, Fn project30, Kubeless31,
Funktion32, Knative33, Nuclio34, and OpenLambda35 (Hendrickson et al, 2016) that are
partially addressing the lack of insight and vendor lock–in (Palade et al, 2019), support-
ing most of the aforementioned platforms and remove migration barriers, but typically
require higher start–off investment for adoption.

Reactiveness and rigorous needs of control systems to react on specific execution condi-
tions have been compared with systems load on Figure 9.6. Serverless computing due to
its function driven nature is more suitable for short execution times36, still where require-
ments around execution times are not critical. Whilst, PaaS and IaaS are more suitable
for transactional systems with medium execution times, acceptable for UX, and long ex-
ecuting functionalities, batches–driven processes, like aggregation tasks, indexes rebuild
etc. All of those can be areas of non–acquisitive control exploitation, see Section 9.5,
such as request termination, admission control, micro–scheduling and batch jobs schedule
control. When the requirements for execution time and reactivity are high, costs– or
deadline– constrained (Malawski et al, 2015), and termination actuation is not accepted
the system must adaptively allocate resources (Ran et al, 2015) often securing a headroom
for additional requests avoiding resource congestion and allowing scalability mechanisms
to regulate the allocated resources (Thanasias et al, 2016; Madni et al, 2016).

B.2.3 Development Cycle and Adaptive Control Introduction

Meticulous, stepwise refinement of requirements and code (Wirth, 1971) is an absolute
essence of modern technologies, languages and methodologies used in software develop-

29https://openwhisk.apache.org, https://github.com/apache/openwhisk
30https://fnproject.io, https://github.com/fnproject
31https://kubeless.io, https://github.com/kubeless/kubeless
32https://funktion.fabric8.io, https://github.com/funktionio/funktion
33https://knative.dev, https://github.com/knative
34https://nuclio.io, https://github.com/nuclio/nuclio
35https://github.com/open-lambda/open-lambda
36Many FaaS vendors use hard cap on execution times, time–outs happen after typically up to 5–10

minutes of operation, preventing too much computational power being directed to function calls that
should be as quick as possible or limiting bad–design issues like infinite loops or long waits for other
services

https://openwhisk.apache.org
https://github.com/apache/openwhisk
https://fnproject.io
https://github.com/fnproject
https://kubeless.io
https://github.com/kubeless/kubeless
https://funktion.fabric8.io
https://github.com/funktionio/funktion
https://knative.dev
https://github.com/knative
https://nuclio.io
https://github.com/nuclio/nuclio
https://github.com/open-lambda/open-lambda
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ment. The produced solution is under refactoring, being improved continuously in stages
(Fowler, 2018), with rapidly executed full SDLC iterations leading to production deploy
(Fowler and Highsmith, 2001; Martin, 2002; Poppendieck and Poppendieck, 2003). Al-
though, software performance must be verified as apart of the regression suite, which is an
element of CD pipeline, very often the production system is the only place where certain
market, performance and technology characteristics can be tested (Humble and Farley,
2011; Kim et al, 2016; Humble and Kim, 2018).

As explained in Section 9.3.2 the ASM framework needs to provide common platform
for application and operators and be aware of orchestrating data collection of released
software changes that can have a dramatic effect on the performance, see Figure 9.2.

High–performance code tends to be far more complicated to develop and maintain than
code that is sequential (single threaded of low resources footprint and higher execution
times). APM and ASM suites can respond to cross–team collaboration and training needs,
so programmers can get more productivity and good value solutions being deployed, whilst
DevOps would track the deployment and execution standards. Those standard practices
can turn into Monitoring Driven Development (MDD) (Ford et al, 2017).

The hardware performance improvement is tremendous in last years, see Section B.1.2,
offering high computational power distributed to many cores, so the potential throughput
can be huge, but software design need to adapt to take advantages of the parallel style
of execution, using reactive, event–driven and function oriented calls. Converting “em-
barrassingly parallel” (Shi et al, 2016) or adopting the problem solution to be used under
high parallel scenarios (Wilkinson, 2006) regardless of cloud model, from IaaS via PaaS
to FaaS, requires different development mindset, but also methods and tools (Fox et al,
2017a).

The ASM suites should be present and support development team interactions apply-
ing shift–left testing (Hutchison, 2013) and TDD principles of the SDLC (Zimmerer,
2018). Software performance oriented development requires different testing approaches
and discipline in checking latency and throughput acceptance criteria in CI pipelines and
monitoring of the features performance. Executed enough number of times and collecting
enough data to achieve statistical significance, see Chapter 5. ASM suite should allow
wider management of the performance testing leading to a release. Also, application–level
adaptive controllers should be tested under such conditions too.

Furthermore, developers will face obstacles related to Amdahl’s and Gustafson’s laws,
see Table B.1 preventing them to achieve possibly overestimated expectations (Hennessy
and Patterson, 2011, p. 55). The ASM suite should allow to demonstrate the gains
and assess the value delivered to the business, and support the re–negotiations of the
given acceptable criteria and production–level SLA. The performance goals and intensity
of usage can be converted to economical factors, incorporated into SLA, costs C and
financial performance P optimisation as a target of the wider team, see Sections 9.3.3–
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Figure B.7: Sequence of joint adaptive control of human and autonomous controllers.

9.3.5.

B.2.4 Sequential Run–time Evidence Gathering of Technology
Execution and Business Domain

As depicted on Figure 9.1, the technology is executing in a business domain realm and
ASM controllers operate accordingly to the market conditions. Even though, the treat-
ments evidence gathering and model building is performed on live systems, the ASM
suite should allow on integrated test runs in specifically prepared environments that are
as similar to live systems as possible that can help the controller to uncover runtime char-
acteristics of the system under synthetic load, preparing to release of a new version as a
result of a single sequence of SDLC or a wider PDLC, see Figure 9.2.

Figure B.7 shows the progress flow of joint adaptive control also lead by human operator
and autonomous control agents activities in a context of base setup, interactions, and fur-
ther control. Each of the triangles (cones) represent an independent improvement cycle,
which originates at the first control action and extends while the system and operators
observe its effects. The whole situation described by all applicable dimensions are moni-
tored specifically from the perspective of expected outcomes (targets). Widening cones in
time demonstrate growing size of possible consequences of control actions, enlarging the
search space, but on the other hand, constraining the positive and negative control sys-
tem states changes S for declared operating areas and SLAs. As discussed in Section 5.5
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steps of a control sequence consisting such activities as: (1) isolated run, (2) normal work,
(3) dimensions selection, and (4) controlled run, should be present and executed at each
of the improvement cycles. Of course, DevOps and AIOps teams may decide on other
steps that better reflect the needs of specific company environment or EIS, i.e. Prasad
and Rich (2018) mention 4 steps: acquire, aggregate, analyse, and act that are quite
similar to more general Plan–Do—Check—Act (PDCA) cycle of continuous improvement
introduced by Deming (1950) (Moen and Norman, 2006) supporting RCA of incidents (Li
et al, 2000; Danovaro et al, 2008) and manual causal–chain search adapted from works
of Ishikawa (1985), or kaizen approach explained by Masaaki (1986) adopted to complex
manufacturing processes (Ohno, 1988).

Since the control action is an attempt of optimisation driven improvement of a dynamical
system, that can be categorised and treated as an independent experiment. Further
corrections, interventions, re–tests, and ensurement in a line of this experiment should be
taken with extra consideration of additional effects. Other improvement cycles executed
at the same time under the dimensions that are part of the active experiment should
be flagged and negotiated accordingly to limit unintended interference of interconnected
reactions in the complex EIS environment.

In the longer PDLC there are two phases (a) with reduced dimension space, where only
key dimensions are taken into account for control which are setup arbitrarily by system
operators from all collected by monitoring metrics, and (b) with wider system dimensions,
where the controller containing greater adjusted models of system reactions can extend the
awareness of deeper dynamics in the system. The frequency of control can grow allowing
the adaptive controller to takeover gross of the activities from the human operator, who
still should support the incremental model building in normal IML cycles and carry on
the supervisory functions, as illustrated at the bottom of the diagram on Figure B.7. The
longer the product is treated under ASM the wider data set and better fitting model can
be established. The specific guidelines on the time of collecting enough data to achieve
statistical significance or measuring strength of causality should be given by the ASM
suite, see Chapter 5, however due to domain–expertise, intuition and experience, the final
decisions should be taken by operators.

A new version release can bring significant changes to the run–time dynamics, thus, should
be considered as an another improvement cycle, see Figure 9.2, where all the steps are
just final micro–level sequences of the SDLC as depicted on Figure 9.5.

Note, the model of methodology is applicable to all of the non–acquisitive control methods
described in Section 9.5. The wider picture, showing PDLC, of the sequence of joined
human and autonomous control in a context of development activities is shown in Fig-
ure 9.2.
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B.2.5 Growth Hacking and Data–driven Prioritisation for Opti-
misation and Development Actions

Since the global objective is very aligned with cost reduction C and financial optimisa-
tion P , it is impossible to undervalue growth hacking discipline (Reis, 2011; Ellis and
Brown, 2017) as an integration field in the EIS development. Low prices, good support of
stability under governed SLA build better market sentiment, customers satisfaction and
new business growth opportunities. ASM suite must integrate means and methods like:
A/B testing, in the experiments executed in the systems. Faster feedback loop, between
the business, marketing and engineering teams working together, monitoring, and shared
experiments metadata should be available to support better synergy building and quicker
ideation of new approaches of raising conversions.

Additional sources of data (Troisi et al, 2020) supporting this kind of experiments should
require data–layers embedded into such areas as: EIS DB centred analytics, web– and
mobile– based analytics, social media and other economic analytics. Furthermore, FaaS
and A/B testing are supporting each other very well together due to low starting costs
(Adzic and Chatley, 2017). Thus, integration with internal data storage of applications,
corporate data–warehouses and data–lakes, CRM, and other SEO, Conversion Rate Opti-
misation (CRO), conversion optimisation tools Optimizely37, VWO38, Hackle39, Plerdy40,
user behaviour tracking Smarlook41, HotJar42, MouseFlow43, and web analytics tools like
Google Optimize44, Google Analytics45, Matomo (Piwik)46 are highly desired.

B.2.6 Application Operations and Service Management Systems

ASM suites work within requirements of wider Enterprise Service Management (ESM) sys-
tems. Development, application support and operation teams cooperate following support
and management frameworks of such general models as ITSM, IT Operations Manage-
ment (ITOM), and Information Technology Infrastructure Library (ITIL) that define set
of policies, processes and procedures for managing the services around customer needs
(Wulf et al, 2015). Joint by deep integrations (Matchett et al, 2017) with ASM suites
data–centre asset management tools of Data Centre Infrastructure Management (DCIM)
and IT Asset Management (ITAM) class systems provide holistic view and control offering
higher value of synergy built between development, DevOps, AIOps activities.

37https://www.optimizely.com
38https://vwo.com
39https://www.hackle.io
40https://www.plerdy.com
41https://www.smartlook.com
42https://www.hotjar.com
43https://mouseflow.com
44https://optimize.google.com
45https://analytics.google.com
46https://matomo.org
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Selected popular ITSM frameworks are: (a) ITIL 4 – a framework of best practices for
delivering IT services (Kneller, 2010; Agutter, 2020), (b) COBIT 5 (Control Objectives for
information and Related Technologies): an IT governance framework (Mangalaraj et al,
2014; Bernroider and Ivanov, 2011), (c) FitSM – a family of standards for lightweight,
streamlined service management framework47 (Mora et al, 2021; Michael et al, 2019),
(d) ISO/IEC 20000 – is the international standard for IT service management and de-
livery (Van Bon and Van Selm, 2008; Van Bon and Clifford, 2008; Pardo et al, 2016),
(e) Six Sigma – framework introduced by Motorola as a data analysis driven framework
to minimise product and service flaws (Kwak and Anbari, 2006; Antony, 2006; Schroeder
et al, 2008; Pyzdek and Keller, 2014; Raisinghani et al, 2005), (f) Microsoft Operations
Framework (MOF): a compilation of 23 documents that guide businesses through the
entire life–cycle of an IT service, including creation, implementation and cost-effective
management with an emphasis on Microsoft technologies (Pultorak and Henry, 2008),
(g) The Open Group Architecture Framework (TOGAF) – created and managed by The
Open Group as a way to provide businesses with structure when implementing tech-
nology with a focus on software, (h) Business Process Framework (eTOM): a framework
designed for telecommunications service providers (Huang, 2005). Examples of ITSM sys-
tems: (a) SolarWinds Service Desk (SSD)48, (b) ServiceNow IT Service Management49,
(c) Atlasian Jira Service Management50, (d) TOPdesk Enterprise Service Management51,
(e) BMC Helix52 and Control–M53 for holistic SaaS–based application workflow orchestra-
tion, (f) AxiosSystems54, (g) EasyVista55, (f) Ivanti Service Manager56 for the end clients
service management, (g) IBM Control Desk57 for best practice-based service desk capa-
bilities, IBM Workload Automation58 to automate complex workloads, and IBM Cloud
Pak for Watson AIOps59.

B.2.7 Application Deployment and Configuration Management
Systems

DevOps orchestrate deployments using cloud and general purpose deployment systems
offering many levels of automation capabilities and configuration management.

47FitSM was delivered by a project funded in the 7th Framework Program for Research and Techno-
logical Development by the European Union, https://www.fitsm.eu, thus it is aligned with ISO/IEC
20000 standard

48https://www.solarwinds.com/service-desk
49https://www.servicenow.com/products/itsm.html
50https://www.atlassian.com/software/jira/service-management
51https://www.topdesk.com/en/enterprise-service-management-software
52https://www.bmc.com/it-solutions/bmc-helix-operations-management.html
53https://www.bmc.com/it-solutions/control-m.html
54https://www.axiossystems.com/it-service-management-product-overview
55https://www.easyvista.com/products/cloud-based-it-service-management-software
56https://www.ivanti.com/products/ivanti-neurons-itsm
57https://www.ibm.com/products/it-service-management
58https://www.ibm.com/products/workload-automation
59https://www.ibm.com/cloud/cloud-pak-for-watson-aiops
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The tool–chain should support all DevOps and AIOps stages of activities under SDLC:
(1) “define and plan” – declare production and business metrics, feedback requirements,
plan release plan, timing and business support and security policy compliance, (2) “create”
– supporting development activities of designing, building, coding, controlling version
and configuring under SDLC, (3) “verify” – ensuring the quality of the software release;
activities designed to ensure code quality is maintained and the highest quality is deployed
to production, (4) “package and release” – shipping the ready for deploy release, release
coordination to staging and live system rollout, (5) “configure” – maintaining the software
while it is deployed, for additional infrastructure provisioning and configuration activities
(6) “monitor” – observing the software, infrastructure and organisation to identify specific
issues of development team releases to conclude on the impact to the clients,

It is important to list several tools following Infrastructure as Code (IaC) automation
approach that are primarily open–source and can find use in orchestrating hybrid–cloud
infrastructure setups mainly under IaaS like: Chef60, Puppet61, Cfengine62, Quattor63,
Juju64 Salt65, allowing event–driven automation, remote task execution and configuration
management, or agentless Ansible (Red Hat)66.

Systems for performance and capacity management such as TeamQuest67, Red Hat Satel-
lite68, Oracle Enterprise Manager69, Microsoft System Center Configuration Manager70 or
ZENworksa71 suite of products like Service Desk, Asset Management, Configuration Man-
agement, Endpoint Security Management help the organisations to control the distributed
IT assets.

As far as the package, release and deploy of new versions is concerned under CI and CD
there are open–source tools Jenkins72, Buddy73, or CruiseControl 74 to name few only,
but there are also proprietary delivered in a SaaS model tools such as Octopus Deploy75,
AWS CodeDeploy76, Azure DevOps Services77, CircleCI78 and excellent TeamCity79.

60https://www.chef.io, https://github.com/chef
61https://puppet.com, https://github.com/puppetlabs/puppet
62https://cfengine.com, https://github.com/cfengine
63https://www.quattor.org
64https://github.com/juju/juju, https://juju.is
65https://saltproject.io, https://github.com/saltstack/salt
66https://www.ansible.com
67https://www.helpsystems.com/product-lines/teamquest
68https://access.redhat.com/products/red-hat-satellite
69https://www.oracle.com/enterprise-manager
70https://docs.microsoft.com/en-us/mem/configmgr
71https://www.microfocus.com/en-us/portfolio/zenworks-suite/overview
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Appendix C

Glossary of Terms, Abbreviations, and
Acronyms

The following appendix defines an index of symbols, terms, abbreviations and acronyms,
but also a glossary of terminology used in this Thesis.
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List of Symbols

The next list describes several symbols that will be later used within the body of the document

a Vector of actions

C System model

P Vector of input parameters

r Vector of resources

S System states

a Action

a(t) Action metrics values in function of time

aterm Action terminated

fSLA Service Level Agreement (SLA) function

fSLA(t) SLA values in function of time

r Resource

r(t) Resource values in function of time

t Time

Financial

C Cost

P Financial performance

R Revenue

Number Sets

R Real Numbers
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Acronyms

AIOps Artificial Intelligence for IT Operations.
18, 20, 224, 225, 229, 254, 255, 294, 295, 297

AMQP Advanced Message Queuing Protocol.
243, 244

AOP Aspect–Oriented Programming. 64, 65, 135,
170, 171, 233–235, 237, 238, 241, 259

API Application Programming Interface. 12, 17,
52, 56, 58, 62, 64–66, 68, 97, 170, 174, 199,
235, 237, 242, 245, 246, 250–252, 264

APM Application Performance Management. 18–
20, 26, 38, 54, 56, 87, 95, 129, 228, 229, 266,
292

ARM Application Response Measurement. 19

ASM Application Service Management. 2, 4, 5,
8–10, 13, 15–20, 24–30, 32, 36, 38, 40, 43–48,
52–54, 58, 60, 64, 66, 68, 71–73, 85–87, 89,
90, 93, 95–99, 102, 108, 114, 121, 125–130,
154, 156, 159, 195, 196, 198, 208, 214, 217,
220, 223–232, 236, 239, 241, 242, 245, 247,
249–251, 253, 254, 257–261, 263, 265–269,
271–273, 289, 292–295

ASMaaS Application Service Management as a
Service. 266

ASM-SD Application Service Management Signal
Deconvolution. 51, 86, 87, 89, 96, 101, 105,
107–112, 116, 118, 121, 125, 126, 157, 199–
201, 203, 259, 262

AWS Amazon Web Services. 57, 222, 244

AWS EC2 Amazon Web Services Elastic Com-
puting Cloud. 34, 222

BDD Behaviour Driven Development. 39

BPF Berkeley Packet Filter. 57

BPMN Business Process Model and Notation.
219

BSaaS Batch–Scheduler–as–a–Service. 251

BSS Blind Signal Separation. 86, 98, 102, 125

CaaS Container–as–a–Service. 241

CAC Call Admission Control. 65, 235, 239, 249

CAM Cloud Application Management. 17

CAMP Cloud Application Management for Plat-
forms. 17, 266

CapEx Capital Expenditure. 61, 265, 283, 285

CD Continuous Delivery. 12, 39, 40, 73, 219, 220,
247, 292, 297

CI Continuous Integration. 12, 39, 73, 219, 292,
297

CLI Command Line Interface. 235, 246, 247, 251

CMS Content Management System. 56

CoAP Constrained Application Protocol. 264

CRL Causal Reinforcement Learning. 262, 263

CRM Customer Relationship Management. 35,
250, 295

CRO Conversion Rate Optimisation. 295

CSS Cubic Smoothing Spline. 75

CWV Core Web Vitals. 12, 60

DAG Directed Acyclic Graph. 33

DAO Data Access Objects. 235, 237, 238, 245,
246

DB Database. 56, 66, 245, 246, 250, 277, 295

DBA Database Administration. 245

DCIM Data Centre Infrastructure Management.
295

DDoS Distributed Denial–of–Service. 249

DE Differential Evolution. 116, 126

DES Discrete–Event Simulation. 163, 194, 212

DESMO-J Discrete–Event Simulation Modelling
in Java. 108, 162, 163, 212, 213

DL Data–lake. 250

DML Data Manipulation Language. 245

DTW Dynamic Time Warping. 72, 75, 78

DW Data–warehouse. 250

EIP Enterprise Integration Patterns. 238, 243,
244
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EIS Enterprise Information System. 1–3, 33, 40,
57, 58, 61, 67–70, 95, 201, 212, 214, 218,
220, 223, 227–230, 232, 234, 236, 237, 239–
243, 246, 250, 251, 253, 254, 257–259, 263,
264, 266, 269, 275–277, 280, 284, 289, 290,
294, 295

ERD Entity Relation Diagram. 219

ESB Enterprise Service Bus. 12, 56, 208, 243, 244

ESM Enterprise Service Management. 295

ETL Extract–Transform–Load. 250

FaaS Function–as–a–Service. 5, 24, 35, 36, 40, 47,
57–59, 62, 65–67, 96, 127, 128, 156, 157, 159–
161, 165, 166, 174, 175, 184, 208, 212, 219,
232, 233, 235–237, 239, 241, 242, 244, 247,
249, 251, 254, 259, 260, 264, 265, 283–286,
290–292, 295

FE Front–end. 239

GA Genetic Algorithm. 114, 126, 198, 203, 205,
208, 211, 212, 258, 273

GAE Google App Engine. 222, 244

GCE Google Compute Engine. 222

GOF Gang of Four. 65, 238

HPC High Performance Computing. 248, 280, 283

IaaS Infrastructure–as–a–Service. 34–36, 40, 60,
156, 160, 219, 222, 233, 235–237, 241, 247,
251, 255, 284–286, 290–292, 297

IaC Infrastructure as Code. 63, 297

ICT Information and Communications Technol-
ogy. 221, 222, 279, 283

IEC Interactive Evolutionary Computation. 225

ILP Inductive Logic Programming. 130

IM Instant Messaging. 230

IML Interactive Machine Learning. 224, 294

IoC Inversion of Control. 238

IoT Internet of Things. 218, 230, 278

ITAM IT Asset Management. 295

ITIL Information Technology Infrastructure Li-
brary. 295, 296

ITOA IT Operations Analytics. 18

ITOM IT Operations Management. 295

ITSM Information Technology Service Manage-
ment. 230, 266, 295, 296

IUI Intelligent User Interface. 224

JMS Java Message Service. 12, 131, 137, 243, 244

JMX Java Management Extensions. 12, 57, 134

JVM Java Virtual Machine. 12, 121, 134, 242

KPI Key Performance Indicator. 2, 56, 58, 219,
265, 283

LMF Linear Models Fitting. 102

LOESS Locally Estimated Scatterplot Smooth-
ing. 149, 151, 153

MDD Monitoring Driven Development. 292

MIMO Multi–Input Multi–Output. 27, 47

ML Machine Learning. 258

MLOps Machine Learning Operations. 18

MLP Multi Layer Perceptron. 142, 170

MOO Multi Objective Optimisation. 154, 171,
226

MQ Message Queue. 56, 57, 64, 131, 194, 243, 244

MQTT MQ Telemetry Transport. 243

MVC Model–view–controller. 239

NFR Non–functional Requirement. 3, 6, 11–13,
15, 22, 28, 34, 195, 200, 214, 218, 220, 228,
232, 238–240

NLP Non–linear programming. 102, 199

NN Neural Network. 9, 26, 27, 29, 30, 33, 87, 128,
131, 136, 137, 141–143, 170, 173, 193, 194,
236, 258, 268, 271

NoSQL Non–SQL, Non–Relational Database
Management System. 12, 235, 245, 246

OLAP On–Line Analytical Processing. 60

OLTP On–Line Transaction Processing. 277

OOP Object–Oriented Programming. 65, 237,
239

OpEx Operating Expense. 61, 265, 283, 285

ORM Object-–relational mapping. 235, 237, 238,
245, 246, 277

OS Operating System. 21, 57, 101, 121, 134, 233,
245, 246, 251
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PaaS Platform–as–a–Service. 17, 35, 38, 47, 49,
57–60, 62, 65, 66, 128, 156, 159–161, 167,
173–175, 184, 212, 219, 233, 235–237, 239,
241, 242, 244, 245, 247, 251, 254, 255, 260,
264, 284, 286, 290–292

PDCA Plan–Do—Check—Act. 294

PDLC Project Delivery Life–Cycle. 12, 87, 220,
229, 293, 294

POJO Pure–Old Java Objects. 109

PSO Particle Swarm Optimisation. 114, 115, 126,
198, 203, 205, 208, 210, 212, 258, 273

QoS Quality of Service. 3, 5, 10, 17, 26, 50, 58,
61, 99, 158, 213, 259

RCA Root–Cause Analysis. 18, 220, 294

RCT Randomised Controlled Trial. 87, 262

RDBMS Relational Database Management Sys-
tem. 12, 50, 131, 234, 235, 245, 250

RFC Request for Comments. 264

RL Reinforcement Learning. 87, 130, 168, 195,
262, 263

RoI Return of Investment. 219, 275

SaaS Software–as–a–Service. 5, 16, 35, 38, 47, 49,
58, 59, 65–67, 96, 127, 156, 159–162, 165,
166, 173–175, 184, 212, 219, 233, 235–237,
239, 241, 244, 247, 251, 255, 259, 260, 266,
284, 286, 290, 296, 297

SANN Simulated Annealing. 198, 203, 205, 208,
209, 212, 273

SBSS Semi–Blind Signal Separation. 86, 98

SCIC Similarity, Consequence, Interference, and
Clarity. 10, 68, 69, 74, 77–79, 82, 93, 259,
261, 266, 267, 273

SDCIC Similarity, Dependence, Consequence, In-
terference, and Clarity. 10, 51, 77, 83–85, 87,
89, 93, 157, 199, 203, 259, 261, 262, 273

SDK Software Development Kit. 249

SDLC Software Delivery Life–Cycle. 11–13, 39,
87, 220, 224, 228, 229, 275, 292–294, 297

SEO Search Engine Optimisation. 12, 295

SLA Service Level Agreement. 3–6, 9, 10, 12, 13,
15–20, 23, 25–28, 32, 33, 36–40, 43, 44, 47–
56, 58–61, 64, 65, 68, 69, 75, 89, 93, 96, 99,
101, 128, 129, 131, 132, 137, 140–142, 146,
148, 154, 156, 157, 160–165, 168, 170–173,
175, 181, 182, 193, 195, 196, 198, 199, 202–
204, 208, 212–214, 218, 219, 224, 232–234,
236, 238, 241, 243, 247, 248, 250–253, 255,
257–259, 262–266, 271, 272, 274, 277, 279,
284, 285, 292, 293, 295

SMA Simple Moving Average. 75, 76, 100, 104,
199

SME Small and Medium–sized Enterprises. 222

SOA Service Oriented Architecture. 2, 34, 218,
219, 265, 276

SoC Separation of Concerns. 219, 237

SOMF Service–oriented modelling framework.
219

SQL Structured Query Language. 132, 245

SQS Amazon Simple Queue Service. 244

SysML Systems Modelling Language. 219

TaT Turnaround Time. 240, 246, 252

TCO Total Cost of Ownership. 247, 254, 269, 275,
279, 284

TDD Test Driven Development. 12, 39, 292

TnC Terms and Conditions. 253, 265

ToS Terms of Service. 253

TTL Time–to–Live. 243

UAT User Acceptance Testing. 73

UI User Interface. 12, 17, 39, 57, 58, 64, 199, 227,
235, 237, 249, 251, 253

UML Unified Modelling Language. 219

UX User eXperience. 12, 17, 64, 249, 291

VM Virtual Machine. 21, 24, 27, 231, 242, 247,
263, 283, 286, 289

WAF Web Application Firewalls. 249

WS Web Service. 12, 17, 58, 235, 237
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Glossary

adaptive control is such a control method that
must adapt to a controlled system with pa-
rameters which vary in time during the nor-
mal work or are uncertain initially. Adaptive
control does not require declared a priori in-
formation about the bounds on these time–
varying or uncertain parameters. Adaptive
control theory allows to deal with instabil-
ities caused by system responses variations
in a way where an adaptive controller can
modify its behaviour in response to changes
in the dynamics of the process under control
and the character of the disturbances with
adjustable parameters, but also with mecha-
nisms to adjust the parameters. . 8, 10, 16,
21, 27, 28, 38, 40, 52, 54, 127, 128, 146, 155,
157, 159, 163, 225, 237, 254, 257–259, 262,
264–266, 268, 274, 293

admission control is a validation process applied
mainly to communication but used in com-
puting systems as well where a resource avail-
ability check is performed before a connec-
tion or request is established or serviced to
verify if present resources are sufficient for
the proposed request for connection, trans-
fer or computation service, preventing over–
subscription and over–utilisation.. 65, 237,
238, 240

application architecture describes how the ap-
plication assets are deployed, interact with
each other, form interfaces and communicate
with the external parties like other appli-
cations or end–users. Architecture declares
the composition of software libraries, mod-
ules and components that delivers expected
set of behaviours, functionalities and non–
functional requirements following established
good–practices, software principles of well–
structured systems and design patterns used

appropriately to the problem the application
is designed to solve.. 34

application server is a software that is deployed
on the operating system and creates com-
munications to external entities over network
providing foundations to distributed systems
and service oriented architectures to clients,
users and other systems via leading protocols
like HTTP creating APIs for SOAP or REST
and web clients like browsers.. 65, 234, 239

autonomous control is a process that involves
minimal external human assistance even un-
der significant uncertainties in the environ-
ment for extended period of time, with a high
degree of autonomy, even with the power of
self governance, and should exhibit adapta-
tion and abilities to compensate for failures
without the need of external intervention. .
19, 26, 32, 49–51, 54, 58, 68, 73, 74, 93, 97,
126, 128, 213, 223, 225, 227, 234, 241, 257,
261, 267, 268, 273, 293, 294

C4 is a modelling standard as a graphical notation
technique describing the architecture of soft-
ware systems addressing four viewpoint lev-
els of different abstraction of diagrams: con-
text, container, component and code.. 219

causal inference aims to answer causal questions
as opposed to just statistical ones through a
process of determining the independent, ac-
tual effect of a particular phenomenon by al-
lowing intervention over graph model map-
ping acyclic directions between cause and ef-
fect entities.. 28, 86, 125, 262, 263, 267

cloud computing is a system capability offer-
ing availability on–demand of computer re-
sources, especially data storage and comput-
ing power, without direct active management
by the user. The term is generally used to
describe data centres available to many users
over the Internet.. 1, 16, 17, 20, 23, 27, 34–
36, 40, 50, 58, 62, 65, 67, 96, 97, 101, 128,
155–158, 160, 166, 195, 198, 218, 219, 222,
231, 232, 234, 235, 241, 245–247, 251, 257–
259, 263, 269, 275, 278–280, 283, 286, 287,
289, 290

containerisation is a technique of packaging soft-
ware with list of defined operating system
dependencies and libraries allowing to exe-
cute the code in a lightweight run–time (con-
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tainer) allowing greater portability and re-
producability of the setup on other infras-
tructures than originally developed. These
properties allow development teams to work
faster and more securely delivering incre-
ments between local, development, staging
and production environments in fully auto-
matic pipelines working on many platforms..
37, 40, 63, 218, 233, 247

DevOps is a software development team role,
or a set of practices, where information–
technology operations (Ops–) closely sup-
port software development (Dev–) to achieve
better stability of the delivery by applying
techniques like continuous integration and
delivery providing higher software quality
and shorter systems development life cycle..
15, 18, 19, 40, 224–227, 229, 254, 269, 292,
294–297

fog computing (also fog networking) is an archi-
tecture paradigm where focus is on building
decentralised systems infrastructure allowing
to perform substantial amount of computa-
tion, processing of data on many devices de-
ployed somewhere between the data sources
(outer edges), aggregating and storing data,
communications routed over the Internet via
gateways and the cloud services and other
deployed artefacts. The business logic and
computing power are close to devices and
systems in the control of end–users and so
highly distributed across variety of compo-
nents, functions, endpoint collections and
hosts.. 218, 230, 278

GRASP is an abbreviation of collection of Gen-
eral Responsibility Assignment Software
Patterns wrapping nine fundamental princi-
ples of Creator, Indirection, Controller, In-
formation expert, Low coupling, Polymor-
phism, High cohesion, Pure fabrication, Pro-
tected variations.. 238

green computing is a set of concepts allowing
to build and optimise computing systems
in order to minimise the environmental im-
pact following guidelines lowering resources
and power usage thanks to further advances
of power management, virtualisation, con-
tainerisation and cloud computing adoption.

Effectively the discipline focuses on maximis-
ing the efficiency of the required computation
as a function of energy consumed.. 250, 257,
283, 288

grid computing is a design principle allowing to
form an extensive possibly distributed com-
puting systems leveraging multiple servers
connected by network to accomplish large
computation tasks in a coherent way inter-
acting with each other.. 198

growth hacking is a process of seeking new op-
portunities and improving performance of or-
ganisation with rigorous, methodical exper-
imentation and variants testing with use of
new versions of software, new products, al-
ternative means of advertisements and other
ways of client contact.. 295

Java is a software offering a general–purpose pro-
gramming language that is a high–level
object–oriented with a design focusing on
minimising scope of implementation depen-
dencies and running on run–time allowing
platform independence of the compiled code
that can run without the need for recompi-
lation on all supported platforms.. 131, 135,
137, 163, 205, 242

load balancer is a software component or device
that distributes requests traffic to number of
applications, nodes or servers. Primarily the
component is used to introduce horizontal
scalability and increase capacity for concur-
rent requests and reliability by redundancy
of the systems.. 65, 241

microservices is an architectural style where the
focus is on forming the software f losely cou-
ples components by breaking down into ser-
vices that are independently deployable, that
interact using mechanisms such as a web ser-
vice request or remote procedure call, instan-
tiated in separate run–times.. 23, 34, 37, 38,
40, 50, 59, 218

monetisation is a process of converting or estab-
lishing something into value given in money,
or adapting non–revenue–generating assets
to generate revenue.. 35, 36, 38, 51, 156,
181, 184

.Net is a software framework developed by Mi-
crosoft that includes built–in class library
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and offer multi programming language sup-
port. Applications developed in the frame-
work execute in the virtual software envi-
ronment named Common Language Runtime
(CLR) that translates managed code into the
host platform instructions.. 242

Node.js is a software platform delivering
JavaScript everywhere paradigm that of-
fers back–end and cross–platform runtime
environment allowing developers to code in
JavaScript on server–side to produce dy-
namic web page content before the response
on a request is sent to the end users’ web
browser. The framework is open source
and heavily emphasises event–driven archi-
tectures delivering asynchronous processing
and I/O in order to optimise throughput and
scalability.. 242

non–acquisitive control is a group of control
methods that provide service adaptation by
reducing the need for computation power at
times where the given service is impacted by
higher than anticipated load. 25, 33, 59, 61,
63, 96, 98, 155, 195, 214, 217, 220, 223, 232,
238, 239, 242, 246, 247, 251–253, 257, 258,
263–265, 268, 269, 286, 289, 291, 294

refactoring is an activity leading to better design
in a disciplined restructuring of the existing
code throughout a series of small but con-
tinuous transformations reducing a risk of
wrong implantation.. 13, 292

scalability is an ability for a heterogeneous and/or
distributed system to accommodate more or
less load adaptively by adding or removing
nodes or resources allocated to support the
required features.. 3, 11, 22

serverless computing is an architecture
paradigm that introduced ability of service
provider to allocate sufficient computing re-
sources on demand without a need of setting
up specifics of machines seen from client per-
spective. The approach significantly reduces
simplicity of a hosting layer of the system
on customer side and speeds up develop-
ment and deployment of further requested
changes.. 16, 17, 24, 34, 35, 40, 49, 59, 62,
157, 164, 165, 167, 219, 248, 254, 255, 264,
283, 284, 291

SOLID is a collection of five core principles in
object design such as: Single responsibility,
Open–closed, Liskov substitution, Interface
segregation, Dependency inversion.. 238

type–1 hypervisor is a software that runs virtual
machines on a host machine to control the
hardware and to manage the operating sys-
tem, thus, called bare–metal hypervisors.. 63

virtualisation is a software method allowing to
logically divide the system resources to
spaces called virtual machines that act like
a real computer with an operating system..
35, 40, 63, 101, 175, 218, 233, 247

web container is a software component of a web
server that interacts with code responding to
HTTP requests (i.e. Java servlets). Since
the web container manages the life cycle
of requests processing and hosts code pro-
duced responses in order to decode the spe-
cific class/function it maps a URL to a par-
ticular asset validating access rights of the
requester client.. 65, 135, 239, 240
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