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Editorial Perspective: The paradox of precision health in early development – building large samples to yield individual-level measures
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Precision health refers to the use of individualised biomarkers within predictive models to provide more tailored information about an individual’s likely prognosis, providing greater opportunities for planning the supports or interventions most likely to have a favourable risk/benefit ratio for that individual (Schissler-Fiorenza Rose et al., 2019). Although most existing applications of precision health are in adult medical settings, this approach could have greatest potential in early development. Predicting developmental trajectories from early in life is important for planning the services, new opportunities or adjustments a child may need as they grow and develop. Identifying children with an elevated chance of developing specific later developmental or mental health difficulties also presents opportunities for early intervention during sensitive periods across educational, clinical and quality of life outcomes. In early childhood, the complex and heterogeneous nature of neurodevelopmental processes, along with the unclear mapping onto distinct developmental outcomes (Gillberg, 2010; Sonuga-Barke, 2016), creates further motivation for characterising individual trajectories. Thus, deploying resources towards generating individual-level prediction models for use in early childhood could provide significant societal and individual benefit, particularly if an individual child’s response to treatment can also be predicted. In order to achieve these goals, we argue that (a) there is a dire need to further develop neurocognitive measures as predictors of later behavioural outcomes and (b) these neurocognitive studies need to be conducted at large scale. We then outline two strategies for developing such cohorts; facilitating links between existing cohort studies, and establishing new national cohort studies that incorporate neurocognitive measures.

Why do we need to focus on neuro-cognitive processes? Collecting and assimilating large-scale developmental data is nontrivial, and usually involves a trade-off with the depth of individual profiling. For this reason, large-scale population samples in human neurodevelopmental science are usually assessed with questionnaires with some limited additional behavioural testing in older age groups (Boyd et al., 2013; Connelly & Platt, 2014). However, prospective studies in populations enriched for varied developmental outcomes (such as infants with a family history of autism) suggest that the earliest predictors of later developmental status may be observed in neurocognitive assessments rather than parent reports of child behaviour (e.g., Hazlett et al., 2017; Johnson, Charman, Pickles, & Jones, 2021; Piven, Elison, & Zylka, 2017). Over the first three years, infants also have a relatively limited behavioural repertoire, and so the effects of genetic or other risk processes on early brain development are most evident with recording modalities that do not depend on inference from observable differences in behaviour (Gui et al., 2021). Further, what cannot be discerned by mere observation are the underlying neurobiological, learning and information processing mechanisms causing behaviour and its development over time. These processes underlying behaviour are likely closer to proximal causes of atypical trajectories and thus are potentially better predictors of later outcome (Johnson, 2015). Finally, the rapid pace of brain development in the first years of life raises significant scientific and societal questions concerning the impact of varied environments on early brain health, which are likely best addressed by directly measuring the brain itself. A range of methods for assessing brain and cognitive development are now widely available with appropriate modifications to make them robust and reliable for use in early development and in home settings, including electroencephalography (EEG), functional near infrared spectroscopy (fNIRS) and eyetracking. Given recent developments in making these measurement methods more potentially suitable for large samples, and data science tools required for large-scale analysis, we argue that the time is right for amassing the sample sizes required to test the utility of neurocognitive markers for tracking the brain development of individuals in order to predict meaningful outcomes.

Why do we need large sample sizes? Precision health requires information that is robust and predictive at the individual level. However, the more the focus is on the individual participant, the larger the sample size required to properly characterise
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population variation and an individual’s precise location within it. The importance of large samples sizes has recently been demonstrated in a number of fields. For example, within genetics, a wave of replication failures for candidate genes led to a shift towards genome-wide association studies, which require sample sizes in the tens or hundreds of thousands to yield robust results (Sullivan et al., 2018). It is now abundantly clear that data-driven strategies and large samples were essential not only in yielding robust and reproducible genetic associations but also in generating increasingly predictive polygenic scores and related prediction models. Further, recent simulation approaches have indicated that non-theory driven brain-wide association studies (BWAS) similarly require sample sizes of thousands to be replicable (Marek et al., 2022), though more targeted methods may be robust in smaller datasets (Gratton, Nelson, & Gordon, 2022).

To avoid further contributing to disparities in healthcare access, datasets also need to explore factors such as ethnicity and socio-economic status. Thus, to yield more rapid progress in precisely identifying robust predictors of later development from infancy, we will require large-scale representative datasets. Importantly, these large-scale studies will still need to be interspersed with smaller-scale hypothesis testing studies with some methodological plurality in the field (Sonuga-Barke, 2022).

To address these issues we recommend two strategies going forward. First, we should include child neurocognitive measures within new national cohort studies. A few medium-scale studies have begun to systematically map EEG and eyetracking markers in hundreds or the low thousands of children, including the Youth cohort in the Netherlands (Onland-Moret et al., 2020) and ongoing Wellcome-LEAP and Gates foundation collaborations. These efforts show that large-scale neurocognitive measurement is feasible. However, these studies remain comparatively modest in size and are often built on convenience sampling. This limits their generalisability and their ability to generate population-level insights, since participating families are unlikely to be fully representative of the broader community. Integrating neurocognitive measurements into cohorts with representative stratified sampling is a critical next step to identifying robust predictors of developmental outcomes, in addition to robustly testing key questions about the effects of environmental variation on early brain development. To this end, the field needs to develop cost-effective experimental platforms that allow for standardised collection of neurocognitive measures across multiple sites and by field workers with comparatively limited training so that data collection can be made nationally scalable. Many standardised behavioural measures are available that have been successful deployed within multiple large-scale studies. However, this approach has been much less common for neurocognitive measurements, where investigators tend to use bespoke tasks, scripting frameworks and analytic pipelines. This heterogeneity allows greater exploration of the space of potential predictors but limits scope for replication and generalisation. One example of a framework designed to enable cross site standardisation is TaskEngine, a stimulus presentation framework that has been used to standardise eye tracking and EEG data collection across multiple European sites (Jones et al., 2019). Another example is the NIH toolbox (https://www.nia.nih.gov/research/resource/nih-toolbox) that provides standardised cognitive assessments from 3 to 85 years old; extending this approach to infancy through a method such as eyetracking might be fruitful, as this would potentially allow for task demands to be equalised across ages. While integration of neurocognitive measures into population samples requires methodological innovation, it will ultimately provide the database necessary for a population neuroscience framework within which individuals can be characterised, resulting in a step-change in our ability to identify robust causal mechanisms of neurobehavioural development and, ultimately, to predict future outcomes.

The second, and complementary, strategy is to synergise data across currently funded cohort studies in order to further increase their scientific value in terms of power to detect effects, breadth of research questions and linkage to genetic data. There are several large-scale longitudinal cohort studies in the UK alone, each of which is a significant investment that requires investigators to obtain the best scientific value for money. Efforts to link together these cohorts has many potential advantages. Through informal scientific sharing these cohorts share a proportion of similar measures, although these are not consistent and often developed independently. Leveraging this comparability could allow us to build large sample sizes for some measures, whilst providing a reference point for integration of more diverse measures. Several projects are currently underway to build harmonisation of measurement across existing cohorts (see e.g., the work of CLOSER; McElroy et al., 2020) and to strengthen the degree of harmonisation across future cohorts. Further, whilst planned largescale cohorts tend to focus on particular relatively broadly spaced age points, linking cohorts that have sampled different age points with common measures potentially allows for more dense sampling of age points, allowing for better overall assessment of developmental trajectories. Linking cohorts that have shared methodology and measures further allows us to compare across different samples enriched for diversity that may be the focus of particular research programmes, such as with a family history of autism or ADHD and premature infants; or groups of infants growing up in more diverse environments than could
be captured in a single study. Such work facilitates the transdiagnostic approaches that have gained increasing traction (Astle, Holmes, Kievit, & Gathercole, 2022). Similarly, if large representative cohorts used parallel measures to those obtained in studies of discrete exposures then pooled analyses could be undertaken with greater potential for causal inference (e.g., using synthetic controls or propensity score matching). Finally, linking diverse cohorts can provide natural opportunities for replication and external validation of findings, important to generating robust evidence for societal application.

Whilst there are many cost-effective benefits to linking existing longitudinal cohort studies, there are challenges that mean that it is not often pursued. To demonstrate the potential value of this approach and to make the case for future investment, we should survey the assessments and measures of current cohorts and identify existing common measures, or those that could easily be inserted at low cost and effort. Similar efforts are already underway in the field of child and adolescent mental health (https://www.cataloguementalhealth.ac.uk). Bringing together data from these measures could yield early signals, and help to show the potential value of synergising other data types. However, although the presence of common measures is powerful, requiring standardisation of tasks risks freezing development of measures at a point that may not reflect a mature understanding of the optimal way to measure neurocognitive development. There may thus be significant value in integrating data from measures of a similar construct administered slightly differently, which will require statistical methods for cross-calibration. One related approach is to assemble a shared data resource that maps the multiverse of experimental design options more systematically (Almaatouq et al., 2022; Daffon et al., 2022). Exploiting the relationship between different experimental measures within calibration or reference samples can help to integrate insights from different cohorts that have deployed distinct measures, incorporating these data directly into the analysis. In so doing we recognise our uncertainty as to how well the diverse measures are related (Collishaw, Maughan, Goodman, & Pickles, 2004). This approach has been developed further in the field of Individual Patient Data (IPD) meta-analysis, for example to consider variables entirely missing in one cohort (Quartagno & Carpenter, 2016). There remains, however, much yet to be done in understanding how these data integration solutions perform in prediction modelling.

Finally, we must consider where limited resources should be deployed. Funders are beginning to develop schemes for data mining that can leverage the rapid acceleration of data science tools available to the research community. However, it is rare for funders to seek to bridge existing cohorts to generate datasets suitable for data mining in ways that maximise the value of all the original studies. The administrative and ethics challenges of data sharing means that federated approaches in which novel analyses are brought to existing data are necessary, and models of this are available in the mature field of genetic data sharing (e.g., the Autism Sharing Initiative). We recommend specific grant funding schemes for this purpose that can be applied to diverse data types.

In conclusion, we contend that the dual ambitions of integrating neurocognitive measurement into large-scale cohort studies and bringing together existing datasets are critical first steps to mapping the neurocognitive predictors of developmental outcomes across diverse populations in ways that are robust, reproducible and generalisable. Such efforts are also critical to addressing basic science questions concerning the effects of variation in genetic and environmental background on early brain development. Achieving this goal will require investment in scalable neurocognitive assessment methods, sharing and contributing to common data libraries, and in data science approaches that can maximise the value of existing datasets; if this can be achieved, it may allow us to realise the potential for precision health in early human neurodevelopment.
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