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A B S T R A C T   

The advent of Industry 5.0 has brought a wealth of digital information to mobile app stores. With the help of 
emerging technologies such as machine learning and explainable artificial intelligence (XAI), these large 
amounts of user-generated data can be efficiently captured and analyzed. In this study, we propose an app store 
analysis framework and demonstrate the utility of the framework by mining and prioritizing user requirements in 
three popular video conferencing apps. We used the Sentistrength sentiment analysis tool, structural topic 
modeling, the Gephi web analysis tool, machine learning, and XAI techniques to conduct an in-depth analysis of 
user requirements in Microsoft Teams, ZOOM Cloud Meetings, and Google Meet. The findings indicated that 
Steal data, Audio and video quality, Customer service, Hacker issues, Meeting and account passwords, Mute and 
unmute, Features, and Office platform were the web conferencing system’s key areas for improvement. The study 
demonstrated the usability of app store analysis frameworks and the great potential of XAI to provide insights 
about requirements prioritization by interpreting machine learning models. Additionally, it offered valuable 
suggestions for app developers on using the massive data in app stores to improve their apps.   

1. Introduction 

Mobile devices’ increasing portability and intelligence have pro
pelled the app market’s growth, positioning it as one of the most alluring 
and swiftly developing sectors [1]. Software distribution channels like 
Google Play and the Apple App Store host millions of apps, bringing in 
billions of dollars for Apple, Google, and so on [2]. Recent statistics 
show that in the third quarter of 2022, there are approximately 3.55 
million apps to choose from on the Android platform and 1.6 million on 
the ios platform [3]. For app developers to derive value from the app 
store, they must be able to promptly and accurately comprehend 
user-posted content and other pertinent information and subsequently 
transform this data into valuable insights [4]. The app store allows de
velopers to keep an eye on the market environment (such as customers 
and rivals) in real-time and spot opportunities and possible application 

challenges [5]. Mobile app developers can also integrate insights from 
app stores to switch strategies based on facts or gain a deeper under
standing of their products and services [6]. 

App developers must be aware of the current competitive environ
ment and be thoroughly aware of user groups’ preferences and re
quirements to succeed in the app industry [7]. In addition to lowering 
the risk of failure, close user interaction is essential for boosting market 
competition and promoting innovation. The app store provides a sus
tainable channel for developers to obtain app feedback, which contains a 
wealth of valuable app-related data, such as user reviews, ratings, and 
app rankings. According to recent research, these data contain both 
technical and non-technical information that app developers may 
employ [8]. App developers may directly benefit from app store research 
findings, which are also frequently utilized in fields like requirements 
engineering, release planning, software design, security, and testing 

* Corresponding author. Department of Management, Birkbeck, University of London, Malet Street, Bloomsbury, London WC1E 7HX, UK. 
** Corresponding author. Department of Computer Science and Information Engineering, Asia University, Taichung 413, Taiwan, China 

E-mail addresses: chunjia.han@bbk.ac.uk (C. Han), bbgupta@asia.edu.tw (B.B. Gupta).  

Contents lists available at ScienceDirect 

Future Generation Computer Systems 

journal homepage: www.elsevier.com/locate/fgcs 

https://doi.org/10.1016/j.future.2024.04.037 
Received 2 December 2023; Received in revised form 11 April 2024; Accepted 16 April 2024   

mailto:chunjia.han@bbk.ac.uk
mailto:bbgupta@asia.edu.tw
www.sciencedirect.com/science/journal/0167739X
https://www.elsevier.com/locate/fgcs
https://doi.org/10.1016/j.future.2024.04.037
https://doi.org/10.1016/j.future.2024.04.037
https://doi.org/10.1016/j.future.2024.04.037
http://crossmark.crossref.org/dialog/?doi=10.1016/j.future.2024.04.037&domain=pdf
http://creativecommons.org/licenses/by/4.0/


Future Generation Computer Systems 158 (2024) 167–182

168

methodologies [5,9]. Among them, requirements engineering has 
garnered extensive attention, which is not surprising because developers 
must meet the changing requirements of users to survive in the 
competition [10]. Apps are getting more and more research in re
quirements engineering [11]. However, the potential value of big data in 
app stores for requirement prioritization research and practice has not 
been well explored [8]. Previous research has usually focused on 
traditional data sources (such as questionnaires) and analytical methods 
(e.g., Analytic Hierarchy Process (AHP) and MoSCoW). As the require
ment for information increases, app developers have struggled to pro
cess such large amounts of data manually using traditional methods and 
may run into computational complexity issues [12]. Additionally, 
rapidly growing app store data requires app developers to employ 
automated analytics wherever possible to gain insights about their apps 
and competitors [13]. 

The primary goal of this study is to convert app store data (structured 
and unstructured data) into supporting data to enhance app function
ality, design, and service as well as to speed up app evolution. The dif
ficulty of processing app store data fully manually makes this a barrier 
for app developers [14,15]. This study concerns web conferencing sys
tems (WCS), one of the fastest growing, most significant, and fastest 
expanding markets in recent years, directly affecting people’s everyday 
lives [16]. Some studies have explored the use of WCS, and the problems 
discovered in the outcomes might assist app developers in further 
optimizing and strengthening their products [17,18]. However, ac
cording to the literature survey, most of the literature is too general to be 
applied by developers of WCS, as research focuses on WCS usage trends 
[19] and its impact [20,21], while research on user requirements is still 
in its infancy. In contrast, this study is more specific, and the results 
obtained are more practical. Our research question is as follows: 

How should WCS developers mine and prioritize users’ pressing re
quirements from app store data to improve apps? 

To address this issue, this study devised a framework for analyzing 
app store data to explore the current use of various approaches and 
techniques and seek to gain potential insights into app stores in the 
following areas: (i) highlighting users’ most urgent requirements, (ii) 
identifying linkages between important requirements and (iii) priori
tizing these requirements based on interpretable results from the model. 
The analysis selected the top three video conferencing software in the 
Apple App Store. Our contributions to this work are four-fold. Firstly, 
this study contributes to the software engineering literature by 
designing an analytical framework for WCS developers, which may help 
them to use data from the app store in the development, operation, 
improvement, and update of their apps. Secondly, the proposed re
quirements prioritization technique does not require significant human 
intervention and domain knowledge. In particular, the methodology 
employs the latest Explainable Artificial Intelligence (XAI) techniques, 
and the results obtained may be easier to understand and interpret 
compared to existing studies. Thirdly, the proposed approach can easily 
be extended to apps in various domains if the appropriate data is 
collected. Fourth, the findings provide insights for developers and op
erators on the use of app stores to support WCS in developing marketing 
and promotional strategies and improving product and service quality, 
which can improve mobile app companies’ understanding of the busi
ness value of app store data and big data analytics. To our knowledge, 
this is the first study to use XAI to guide the prioritization of WCS user 
requirements, and the study may contribute to the advancement of 
research into big data analytics techniques. 

1.1. App store review analysis 

An application (app) is a type of software designed to run on a spe
cific development platform [22]. The development platform can be a 
web browser such as Microsoft Edge [23], an app marketplace (e.g., 
Apple App Store) [24], or a social media platform (e.g., Facebook) [25]. 
App reviews are unstructured texts that contain a wealth of useful 

information. This information may relate to the app’s functionality, 
quality, problem reports and/or new feature requirements. A prevalent 
issue in app review analysis research is the categorization of app reviews 
into different groups, with the objective of utilizing classification tech
niques to convert the numerous app reviews into practical insights [26]. 
For example, to categorize the app ratings for the Uber app, Sharma 
et al. [27] manually created a taxonomy using machine learning 
methods (such as decision trees and random forests). 

Similarly, Bhatia et al. [28] developed an optimized app review 
classification method using supervised machine learning techniques 
(polynomial plain Bayes, etc.), automatically classifying app reviews 
into bug reports, feature requests, and drawbacks and enhancement 
requests related to requirements engineering. In a recent study, Mal
gaonkar et al. [29] developed a new method for automatically gener
ating dynamic taxonomy for automated user comment categorization 
using natural language processing, feature engineering, and lexical 
disambiguation. The method was used on My Tracks’ app review set to 
validate its feasibility. While these works classify reviews into certain 
interest areas (or groups), they still fail to address the question: "In what 
order should the pressing requirements of users present in app reviews 
be implemented?" To the best of our understanding, there is a dearth of 
research pertaining to prioritization techniques utilized in the applica
tion domain to convert user reviews into practical knowledge. 

1.2. User requirements prioritization 

Requirements discovery is essential for product positioning and 
strategic market development [30]. To determine user opinion on a 
particular feature, Dąbrowski et al. [31] developed a method to find 
salient issues expressed by users based on user sentiment associated with 
app reviews and the frequency of feature requests in those reviews. 
Malgaonkar et al. [32] utilized metrics such as entropy, frequency, 
TF-IDF, and sentiment analysis as variables for heuristic functions and 
compared the performance with another regression-based prioritization 
technique developed. Compared with previous work, this study results 
in 4 % and 185 % improvement in accuracy and time, respectively. Due 
to the proliferation of useful reviews, many studies have developed 
semi-automatic and automated techniques to assist application de
velopers in using online user reviews. Here, we will briefly describe 
some recent studies. Chen et al. [33] developed a domain-dependent 
user requirements mining framework to facilitate mobile app quality 
upgrades, and the study demonstrated the framework’s effectiveness for 
product quality improvement through 265 version update cases of 15 
popular mobile apps. Consensus algorithms in distributed systems have 
also been used in user demand prioritization studies. For example, 
Etaiwi et al. [15] used consensus algorithms to help developers priori
tize user reviews, and the study compared ranking results with reviews 
manually ranked by application developers and found a strong corre
lation between the two. 

In another study, Yang et al. [34] proposed a novel user requirement 
prioritization method that extracts requirement phrases for app func
tionality from user reviews, calculates features such as frequency of 
occurrence ratings, and then automatically predicts higher-priority 
requirement phrases based on these features. Similarly, Kifetew et al. 
[13] proposed a method, ReFeed, which computes a set of relevant 
user-feedback for each requirement and extracts quantifiable attributes 
from such user-feedback that are relevant for prioritizing requirements 
to compute a ranking for each requirement. However, this method relies 
on domain knowledge in the form of ontologies. In a recent study, 
Dąbrowski et al. [11] evaluated and compared three existing tools to 
support requirements prioritization and found that the effectiveness of 
these methods in the new dataset was lower than the originally reported 
results. 
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1.3. XAI study in software engineering 

Most ML and DL algorithms are labeled "black boxes" by academia 
because their underlying patterns are complicated and difficult for 
humans to describe and verify [35,36]. This opacity creates the need for 
XAI algorithms, which emphasize developing and utilizing tools and 
techniques to dismantle the black box by generating 
human-understandable and transparent explanations of AI decisions. 
XAI methods have been widely used in healthcare, industry, trans
portation, software engineering, and other fields [37]. Among them, the 
success of software engineering projects relies heavily on complex de
cisions (such as which of the user requirements should be implemented 
by app developers first) [38]. While various automated development 
tools based on machine learning have been able to help app developers 
extract useful insights from large amounts of information to support 
decision-making, they do not understand the reasons behind it, which 
often leads to distrust in the tools [39,40]. Existing literature has 
initially investigated how to use the interpretation of predictions pro
vided by XAI to support software engineering tasks. For example, 
Chazette and Schneider [41] surveyed 107 end-users to assess the 
relationship between interpretation and transparency and to analyze its 
possible effects on software quality. Tantithamthavorn and Jiarpakdee 
[42] presented three successful cases of using XAI in software engi
neering to solve the problem of software defect prediction models, and 
the study confirmed that XAI can enhance the practicality, interpret
ability, and operability of software analysis. Systems need to collect and 
process user-generated information to provide better decision support, 
but this data collection means that the realm of user privacy is 
increasingly under threat. By investigating app reviews about privacy 
issues, Brunotte et al. [16] used XAI to reveal informational in
terpretations about the system and its behavior as a means to increase 
user privacy awareness. Jamasb et al. [43] proposed an interpretable 
software requirements classifier (the core is the LIME algorithm) to 
study the applicability of XAI in software requirements classification. 
Experiments show that XAI can be used to help software developers 
better understand the prediction mechanism of classifiers. 

While previous work has proposed different methods for prioritizing 
user requirements, they do not completely address app developers’ 
difficulties with prioritizing due to the volume of app reviews. These 
studies are more likely to use traditional statistical methods or machine 
learning to prioritize user requirements, which may be somewhat 
outdated, and the opacity of machine learning methods may make it 
difficult to understand how the models work. Furthermore, it has been 
observed that certain research studies consider positive and negative 
reviews to be equivalent in terms of prioritizing requirements 
improvement. However, other studies have demonstrated substantial 
differences between the two in terms of customer responsiveness [8]. 
Similar to our work, Dalpiaz et al. [44] used more general language 
features (such as dependency types) to build an interpretable ML clas
sifier for requirements engineering, which outperforms classifiers using 
high-dimensional feature sets on validation datasets and is more inter
pretable, but they did not prioritize the categorized requirements. Our 
work aims to address this problem. In this study, we targeted negative 
reviews and considered user-reported bugs, feature requests, and feature 
enhancements as user requirements, where user requirements obtained 
based on unsupervised machine learning (topic modeling) will be used 
to explore the relationship with ratings and then prioritize user re
quirements by using more advanced XAI. 

1.4. Proposed framework 

For some well-known apps, hundreds or thousands of reviews are 
attached to each release. How to efficiently capture user requirements 
from the rapidly growing number of app reviews has become a major 
challenge for information system developers and designers [34]. 
Therefore, developers need a framework that uses app reviews as input 

to quickly identify and prioritize requirements, enabling them to make 
better informed strategic judgments. In light of this, our study suggests 
such a framework. It integrates multiple methods (e.g., topic modeling, 
sentiment analysis, network analysis, and XAI) to perform data-intensive 
analysis of app reviews. The suggested framework is illustrated in this 
section and depicted in Fig. 1. Three primary stages make up the sug
gested structure. Data gathering and pre-processing make up the first 
step. Analyzing and visualizing data is the second step. The creation of a 
prediction model and model interpretation are the last steps. 

The first step is obtaining app store resources (e.g., app descriptions, 
changelogs, reviews, downloads, rankings, and ratings) to use big data 
analytics in app development and design. For example, developers may 
leverage customer input from app store reviews, which are quick and 
free, to make their apps betters [45]. Data sources from various oper
ating systems (e.g., iOS and Android) need to be considered in the data 
collection process. This is because there may be differences in the 
functionality and interface design of the same app in the app stores of 
different operating systems [46,47]. App data for android users are 
available on various app stores, such as Google play, while app data for 
ios users are only available on the Apple App Store. This data can be 
obtained manually, for example, through APIs, and collecting data from 
various app stores may be facilitated by using certain data mining tools, 
such as the BeautifulSoup (BS) web scraper [48]. The data collected may 
contain structured, semi-structured, and unstructured data, which must 
be pre-processed in order to be loaded into the relevant data platform 
[49]. 

The second step is examining the data using various techniques, 
including statistical analysis, sentiment analysis, text mining, and 
network analysis. These analysis methods present findings in a form 
easily understood by app designers and have received a great deal of 
usage and discussion in the field of information systems [50,51]. Surveys 
and reports analyzing various data may provide fact-based decision 
assistance for important corporate activities, such as customer service 
and payment plans [52]. 

In the final step, different predictive models and some model inter
pretation tools can be used to explore the relationship between various 
variables, such as version updates and downloads [53] and user senti
ments and ratings [54]. Researchers across disciplines have been very 
interested in machine learning as a tool to extract information from data 
systematically [55]. Utilizing machine learning to extract valuable yet 
non-obvious or unobservable patterns and knowledge from large data
sets aids organizations in their management and decision-making pro
cesses. In contrast to traditional statistical modeling, which requires a 
thorough grasp of the app domain, machine learning takes advantage of 
the trade-off between data availability and domain expertise. Flexible 
models may choose relevant factors and exclude uninformative ones 
using a huge quantity of data, but this progress comes at a cost. Complex 
models function imperceptibly and may not perform optimally accord
ing to researchers’ expectations [56]. For example, the algorithm behind 
the Apple credit card was found to be gender prejudiced [57]. Therefore, 
model interpretation can help researchers gain insight into model-based 
predictions to better and more quickly understand the data being 
analyzed. Based on this framework, app designers can integrate app 
store data into their development, innovation, and maintenance 
processes. 

The rest of the paper is organized as follows: Section 2 details the 
methodology used in each step of the app store analysis framework, 
using the example of user reviews of video conferencing apps. Section 3 
presents the specific results of each analysis step. Section 4 provides an 
in-depth discussion of the findings and validity threats, provides con
clusions, and defines future research directions. 
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2. Materials and methods 

2.1. Step one: app reviews collection and pre-processing 

In this study, we will demonstrate the proposed analysis framework. 
Specifically, we will identify the key requirements of the users and their 
priorities based on the collected user reviews of the WCS. Due to the 
explosion of COVID-19 and the ensuing ban on home, more and more 
people are adopting video conferencing as a means of communicating or 
attending business meetings [17]. Moreover, WCS has begun to be uti
lized to assist with work, community, family, and friend-related daily 
tasks [18]. This study selected three video conferencing apps from the 
"business" category of the Apple App Store, namely Microsoft Teams, 
ZOOM Cloud Meetings, and Google Meet. We selected the three video 
conferencing apps mentioned above for our study because they are the 
most popular in the current market [58]. In addition, these three video 
conferencing apps have also been analyzed and compared in many 
studies, and they have become typical representatives of research on 
video conferencing apps [59–61]. 

We collected data from the Apple App Store (such as dates, reviews, 
and ratings) for the above three apps from the US, covering the period 
from 1st of January 2019 to 31st of June 2022. The data collection 
process was conducted by using a programmable code written in Python. 
Apple App Store data was used for market size reasons and is commonly 
used in related studies [62,63]. Specifically, we used China’s Qimai data 
platform (www.qimai.cn) to collect data. Qimai Data is a professional 
mobile app data analysis platform based in China that offers multidi
mensional data on apps available in various countries’ iOS and Android 
app markets [64]. The execution process of the crawler code we wrote is: 
1) use the requests library in the Python language to launch HTTP re
quests to the Qimai data website site, 2) use the lxml package to parse 
the obtained web content, and 3) save the parsed data as a csv file. A 

total of three separate datasets were collected, each containing data 
relating to one app. Next, we put the collected data sets together. After 
that, the combined data were examined and cleaned up, and any 
duplicate reviews were eliminated. There were 38,669 reviews in all 
that were selected and qualified for this study. We assume that the 
quality of collected user reviews can meet the research needs well. Fig. 2 
shows an example of the collected Apple App Store app reviews. We then 
filtered out non-English reviews, cleaned up the text by eliminating 
numbers and punctuation, and converted all text to lowercase. After 
dividing the texts into separate words, we tokenized the terms. After 
that, stop words were eliminated, and data was stemmed to reduce the 
data’s diversity and increase the findings’ accuracy. After pre-processing 
the obtained user reviews, they are next analyzed for sentiment analysis 
to explore the different sentiments in the user reviews. 

2.2. Step two: sentiment analysis, topic modeling and network analysis 

Sentiment analysis is a crucial technique for assessing the efficiency 
of app operations and service management and is already widely used in 
the processing of app reviews [65]. Most of the urgent requirements 
expressed by the users focused on in this study were present in the 

Fig. 1. An app store analysis framework.  

Fig. 2. An example of app reviews in the Apple App Store.  
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negative reviews, so sentiment analysis was employed to obtain the 
negative reviews from reviews. SentiStrength was applied to identify 
and pick out negative reviews, which is a very well-liked method for 
analyzing the range of emotions in each online review from different 
users [66]. SentiStrength separates a text into sections and then assigns 
positive and negative values to each section based on the words or 
phrases and other linguistic information, such as knowledge of gram
matical structures, because psychological research indicates that in
dividuals may feel both positively and negatively about the same 
content [67,68]. The values within this range are as follows: − 1 for 
negative values and 1 to 5 for positive ones. SentiStrength searches its 
vocabulary for each word or phrase to determine its sentiment, using the 
corresponding sentiments (positive and negative) if found; if not, a value 
of zero is used (no sentiment) [69–71]. At the end of the analysis, re
views will be marked as any of the following three emotions: positive, 
negative, or neutral. In this study, the reviews that are eventually 
marked as negative are the key messages needed for this study and will 
be singled out for subsequent analysis. 

To measure the accuracy of SentiStrength for sentiment analysis on 
the dataset of this paper, we randomly selected 100 reviews from the 
obtained reviews, manually determined the sentiment of these reviews, 
and labeled them as positive, neutral, or negative. The 100 reviews were 
then sentiment analyzed using SentiStrength to obtain the correspond
ing sentiment category for each review and to obtain the corresponding 
confusion matrix (Table 1). According to Table 1, the number of com
ments correctly classified by SentiStrength is 86, among which the are 
correctly classified into positive, neutral, and negative categories are 32, 
29, and 25, respectively. Therefore, the accuracy of SentiStrength’s 
sentiment classification for 100 comments is 86 %, which also shows 
that this tool can meet the sentiment analysis requirements of this study 
to a higher degree [72]. 

Next, we will perform text mining on unstructured forms of negative 
reviews obtained using sentiment analysis. Text mining seeks to turn 
unstructured user-generated data into understandable and useful in
formation by extracting insights from text documents. It has been used 
extensively to analyze online review data [73]. To conduct text mining, 
a structural topic model (STM) was performed for topic modeling [74]. 
First, STM enables researchers to introduce document-level covariates 
(e.g., whether a review is positive or negative) into the topic prevalence 
parameter that affects the proportion of document topics. Therefore, 
researchers can easily use STM to determine how the proportion of 
document topics varies with different levels of covariates. Second, STM 
also enables researchers to add covariates at the document level to topic 
content factors that influence topic-word distributions. Third, STM is an 
expansion of the correlated topic model, which allows for the correlation 
of topics, allowing us to assess the connections between topics quickly. 
In the STM model, K the number of topics is as shown. D, the number of 
documents. Topics proportions, θd, can be correlated and the topical 
prevalence can be impacted by covariates, X, through a regression-type 
model θd ∼ LogisticNormal(Xγ ,

∑
). For each word, w, the topic, zd,n, is 

drawn from a response-specific distribution. Conditioned on the topic, a 
word is chosen from a multinomial distribution over words with pa
rameters, βk, where k = zd,n. The topical content covariate allows word 
use within each topic to vary according to content. Readers can refer to 
probabilistic topic models [75] for further comprehension of the 
method. 

We used the stm package [76] in R to build the model where the 

content of the app reviews was used as document input. App review date 
was used as a variable in the prevalence function. Next, the number of 
topics K, a crucial STM parameter that aids in a thorough evaluation of 
the modeling findings, was identified [77]. We started with several 
statistical diagnostic tools by assessing changes in semantic coherence 
and other measures of goodness-of-fit estimated by STM with the 
number of topics ranging from 3 to 15. We used the R packages stm and 
furrr [78] to assess the STM. It is important to note that semantic 
coherence reveals the internal consistency of the subject by determining 
if the most probable terms in each topic tend to appear together in the 
text [79]. Semantic coherence often decreases as the number of topics 
rises. 

An increase in STM goodness-of-fit is associated with a higher held- 
out likelihood, higher lower bound, and lower model residuals [76,80]. 
Graphs of these statistical measures are shown in Fig. 3 for a wide range 
of topics ranging from 3 to 15. A comparison between indicators K = 10 
was selected for the dataset. With this K = 10, we have semantic 
coherence locally maximized at – 133.06, the held-out likelihood be
comes flat at − 5.47, and residuals at a relatively low value at 3.15. 

Then, a network analysis was conducted to confirm the relationships 
between topics derived from the topic modeling. Social network analysis 
is a method for gathering and examining data from online social net
works like Facebook. Based on graph theory and mathematical 
modeling, social media research often uses it to recognize and clarify 
social network patterns, model connections, and follow the evolution 
and dynamics of activity on social networking sites [81,82]. It has been 
used in a variety of fields such as social, travel, information systems, 
innovation, and more, enabling managers to keep track of online con
versations about important information and knowledge [83–85]. A 
graph is created to investigate a particular link and note-based social 
network structure in social network analysis. Nodes represent individual 
elements of a network, and links between nodes relate to social 
communication, connections, and interconnections between the com
ponents of a social media network [86]. In this study, the open-source 
graphical and network analysis program Gephi, created by the French 
academic institutions Sciences Po and Linkfluence and extensively uti
lized in the domains of social network analysis, biology, genetics, and 
other disciplines, was employed [87,88]. A keyword list was created 
using the top 20 keywords under each topic to visualize the links be
tween topics and imported into Gephi to create an undirected network. 
Here, we assume that the keywords under each topic are representative 
of that topic and that the links between keywords reflect the links 

Table 1 
Confusion matrix.  

Confusion matrix Prediction 

positive negative neutral 

Reference positive 32 3 2 
negative 2 25 1 
neutral 4 2 29  Fig. 3. Diagnostic values by the number of topics.  
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between topics. The network was visually mapped through a computa
tional tool, displaying the relationship’s organizational structure, tight 
integration, and meaningful keyword linkages [89–91]. Following 
network analysis, we will further explore negative reviews using ma
chine learning and XAI approaches. 

2.3. Step three: model exploration analysis 

2.3.1. Modeling algorithm 
We used machine learning techniques to analyze the impact of 

changes in the potential predictor variable (topic proportion) on the 
continuous dependent variable (ratings). The aim is to construct a 
regression model that predicts the star rating of a review based on the 
distribution of topics in the review content. This is because there is a 
correlation between ratings and reviews, and this correlation is the focus 
of our attention. Here, we assume that the samples in the dataset are 
independent of each other and come from the same distribution. The 
dataset input to the machine learning model consists of two parts, the 
independent variable (xi) and the dependent variable (y), where the 
independent variable is the probability distribution of topics in each 
review obtained after topic modeling of user reviews, for example, if 8 
topics are identified, then at the same time the probability distributions 
of these 8 topics in each review, i.e., the 8 independent variables, are 
also available. For the dependent variable the star rating of each review 
is taken as the dependent variable, which takes values in the range of 
1–5. Table 2 shows an example of the data in the dataset. 

Prior to model construction, we split the dataset into a training (80 % 
of observations) and a test (20 %) set. Only the training set was used in 
the model construction process. Subsequently, we trained six different 
machine learning algorithms: classification and regression tree (CART), 
lasso and elastic-net regularized generalized linear models (GLMNET), 
bootstrap aggregating (BAGGING), gradient boosting machine (GBM), k 
nearest neighbors (KNN), support vector machines (SVM). All of these 
algorithms were selected for implementation in regression analysis. All 
predictor variables were centered and scaled prior to analysis in order to 
reduce skewness and stabilize variance. We used the caret::train() 
function to train each model, and a 10-fold cross-validation with three 
repeats was set to improve the model’s generalization [92]. All predictor 
variables were centered and scaled during model training to stabilize 
variance and reduce skewness. Because the regression problem was 
selected, we have chosen root mean squared error (RMSE) and the co
efficient of determination (R2) as the test metric. RMSE measures the 
average deviation of predicted values from actual values, calculated as 
the square root of the mean squared error (MSE). R-squared is a statis
tical measure representing the proportion of the variance in the 
dependent variable that is predictable from the independent variables. 
The equations for each are as follows: 

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n
∑n

i=1
(yi − ŷi)

2

√

,

R2 = 1 −

∑n
i=1(yi − ŷi)

2

∑n
i=1(yi − y)2 ,

where n is the number of observations, yi is the actual value of the target 
variable for observation i, ŷi is the predicted value of the target variable 
for observation i, y is the mean of the actual values of the target variable. 

The next step in model interpretation is to select the best-performing 
model, as the model’s predictive accuracy is critical to the prioritization 
of requirements. Models that perform poorly on the test set do not fit the 

regression relationship between topics and ratings well, and this can 
lead to bias in the results of the next model interpretation, which ulti
mately affects requirement prioritization. For brevity, all algorithms use 
default (automatically estimated) algorithm parameters and do not 
emphasize hyperparameter tuning. Nevertheless, we believe that the 
trained algorithms will give meaningful results when interpreting the 
model. 

2.3.2. Model interpretability 
Although sophisticated, machine learning models do not reveal how 

they arrived at their results [93]. Due to this, several algorithms have 
been created that try to explain how black box models structure, and 
these algorithms have applications in a number of different domains 
[94,95]. We used the explain() and the model_parts() functions of the 
DALEX package to gain further insight into the model [96]. DALEX is a 
consistent collection of interpreters for prediction models, and the 
method presented is model-independent, which means that it can be 
used for any prediction model or collection of models [97]. Here, we 
assume that the importance of features in the explained model can be 
inferred from the behavior of the explained model. We calculate variable 
importance using the dropout loss of RMSE - the predictive RMSE of the 
model increases when specific variables in the dataset are perturbed. 
The significance of the variable in accurately forecasting the result in
creases with the RMSE increment. A higher dropout loss (an increase in 
RMSE) indicates that a particular variable is more important to the 
correct prediction. In addition, we employed partial dependency graphs, 
a widely utilized technique for examining black-box models at the 
dataset level, which utilizes the average profile of all observations and 
assumes constant values for all remaining predictor variables to illus
trate how model predictions differ across particular variables [98]. 
These charts, therefore, provide a broad view of how model predictions 
vary depending on certain characteristics, displaying the dynamics of 
the machine learning response function dependent on the values of one 
or two interested input variables while averaging the other input vari
ables [99]. These representations are simple to understand, quantify the 
model’s sensitivity to the variables, and are generally intuitive even 
when they do not precisely reflect the effects of capture. All the above 
analyses were performed in R version 4.1.3 (R Core Team, 2022). 

3. Results 

3.1. Results of sentiment analysis 

Managers must identify which areas of the offered product or service 
are vulnerable to criticism and customer discontent in order to enhance 
product quality and service management. Negative reviews have proven 
to be an effective source for assessing information about service de
livery, quality, and customer requirements [100]. This may aid de
velopers in understanding consumers’ concerns regarding subpar 
features and uncovering novel demands [101,102]. For instance, soft
ware engineers can analyze the frequency of negative reviews and how 
the frequency of occurrence fluctuates over time [103,104]. Thus, in this 
study, we will identify and prioritize user requirements based on nega
tive user reviews. The sentiment analysis revealed that a significant 
proportion of the 38,669 user reviews exhibited a neutral or positive 
stance. While there were relatively few negative sentiment (23.6 %, 
9107) reviews. The negative sentiment evaluations derived from the 
comprehensive sentiment analysis were deliberately chosen for further 
examination in order to obtain a deeper understanding of the pressing 
concerns articulated by users in these complaints and disillusionments. 

3.2. Topic modeling for reviews with negative sentiment 

3.2.1. Topic summary and labeling 
Through the analysis, 10 topics were identified applying the STM 

technique. Next, we chose frequency-exclusivity (FREX) terms and 

Table 2 
Examples of datasets used for machine learning models.  

Topic 1 (x1) Topic 2 (x2) Topic 3 (x3) … Topic n (xn) Rating (y) 

0.0025 0.0146 0.6258 … 0.2675 4  
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words with high probability (Highest Prob) from the STM results to 
create the labels. FREX quantifies the importance of words based on 
their total frequency and the degree of exclusivity to topics, which might 
result in semantically more comprehensible topic representations. Thus, 
the words generated by FREX statistics are mainly used to label topics, 
but given that FREX statistics sometimes place uncommon words high 
on the list [105], we also referred to the Highest Prob words. The name 
of each topic was marked manually through group discussion. To ensure 
the appropriateness and reliability of the topic names, we also checked 
the first 10 representative reviews under each topic. Using STM tech
niques, 10 topics from this research were retrieved. The outcomes of the 
topic modeling are shown in Table 3, along with the labels given to each 
topic. 

Of the 10 topics generated by the topic modeling, we decided to 
exclude topics 4 and 7 because they were relevant to the educational 
context, and most of the reviews under the topics were students’ com
plaints and negative experiences with online classes, such as hatred and 
boredom. The interesting point is that the star ratings for these reviews 
are generally low as if students would take out their dissatisfaction with 
the online classes on the tools they use, even if there is nothing wrong 
with those tools. However, these were not part of the user requirements 
and were excluded. Of the remaining topics, the top three with the 

highest proportions were audio and video quality (13.6 %), meeting and 
account passwords (13.2 %), and features (11.6 %), accounting for 38.4 
% of all negative reviews. 

3.2.2. Topic trend analysis 
This study conducted a trend analysis of the eight topics obtained 

after deletion. Fig. 4 shows the estimated mean proportion of change for 
selected topics. As shown in Fig. 4(a) and 4 (g), The trend in the pro
portion of topics in the features and office platforms is similar, both 
gradually decreasing from September 2019 to the lowest level in April 
2020. This finding may indicate that with the high frequency of updates 
to the three videoconferencing apps during this period (8.1 times/ 
month, compared to an average of 6.9 times/month during the obser
vation time frame), most of the feature issues encountered by users in 
the office are gradually resolved and user concerns decrease progres
sively. In March and April 2020, Zoom was heavily criticized for its 
various privacy and security practices [106]. During this period, users’ 
concerns about privacy issues rapidly increased to their highest level (i. 
e., almost 25 % of all negative reviews), which also reduced the level of 
concern about other topics such as meetings and account passwords (see 
Fig. 4(f)) during the same period. Still, Zoom’s rapid response to this 
crisis allowed public trust to be restored quickly and the level of user 
discussion to drop rapidly. During the period from September 2019 to 
January 2020, there was a limited amount of discussion among users 
regarding the topic. Upon examining the original reviews from that time 
frame, it was discovered that the majority of users expressed concerns 
about the issues they faced while at the office. This makes sense, as WCS 
was initially adopted primarily by businesses to facilitate 
business-to-business interaction and distributed teamwork [18,107]. 

The proportions of hacker issues, customer service, and mute and 
unmute have been relatively flat over time, but this seems to reveal that 
these issues are not being better addressed with the new version. Among 
them, one of the main threats to video conferencing apps is the issue of 
hacking [108]. Audio and video quality, as the topics that account for 
the highest proportion of all negative reviews, the degree of user 
attention changed significantly before May 2020, and then the propor
tion of this topic showed a downward trend. This may reveal that 
higher-quality audio and video experiences are available to people as 
information delivery technologies evolve [109]. 

3.3. The results of network analysis 

Next, we used Gephi to automatically analyze the reviews and 
visualize the results to understand the relationship between key re
quirements. The ForceAltas2 layout technique was used to create 
network diagrams because it offers greater measurement quality than 
other layout algorithms [88]. Fig. 5 shows the network diagram 
generated by the software. The clusters represent the topics obtained by 
topic modeling, and the nodes of each cluster are composed of the top 20 
keywords under the topic. Fig. 5 shows that central nodes (e.g., "people", 
"computer", "privacy", "call", "time", "account", etc.) appear more often 
on several topics rather than just on one. Interestingly, most of the topics 
are connected in pairs through central nodes, such as mute and unmute 
with hacker issues and customer service with meeting and account 
passwords, revealing that potential pairwise correlations between 
requirements. 

"Time" is the most interconnected central node among these, con
necting four topics (Customer service, Meeting and account password, 
Audio and video quality, Mute and unmute). This underscores the crit
icality of time in WCS. Time wasted due to system problems and un
timely customer service can easily lead to negative user sentiment [110]. 
The keyword "frustrating" indicates user frustration with the features 
and meeting and account password clusters. The topic with the highest 
number of central nodes is mute and unmute, which reflects the fact that 
this topic is a core factor in user dissatisfaction in WCS. In contrast, the 
office platform is not closely related to other topics because the 

Table 3 
Topic modeling results.  

Topic 
No. 

Topic Label Top Words Topic 
Prop. (%) 

1 Features Highest Prob: screen, chat, 
update, option, feature, call, 
background  
FREX: background, option, chat, 
view, notif, screen, participate 

11.6 % 

2 Hacker issues Highest Prob: issu, access, hack, 
secur, fix, privaci, requir 
FREX: hack, secur, network, 
hacker, issu, microphon, access 

5.2 % 

3 Customer service Highest Prob: worst, time, servic, 
support, call, month, hour 
FREX: custom, servic, cancel, 
support, worst, upgrad, money 

7.9 % 

4* Complaints about 
online school 

Highest Prob: hate, school, meet, 
class, onlin, kick, time 
FREX: ruin, hate, onlin, life, class, 
kick, bore 

13.3 % 

5 Audio and video 
quality 

Highest Prob: terribl, horribl, 
audio, video, qualiti, connect, 
hear 
FREX: horribl, qualiti, terribl, 
audio, sound, glitchi, laggi 

13.6 % 

6 Steal data Highest Prob: steal, camera, data, 
share, facebook, info, comput 
FREX: steal, info, facebook, data, 
consent, camera, sell 

9.8 % 

7* Experiences regarding 
Home-schooling 

Highest Prob: work, teacher, 
annoy, student, star, delet, talk 
FREX: student, assign, rate, talk, 
star, everyday, work 

11.8 % 

8 Meeting and account 
passwords 

Highest Prob: meet, join, sign, 
time, password, account, email 
FREX: password, sign, error, 
code, invit, link, wrong 

13.2 % 

9 Office platform Highest Prob: easi, crash, 
platform, commun, complet, 
load, compani, 
FREX: platform, crap, commun, 
offic, batteri, easi, tool 

8.5 % 

10 Mute and unmute Highest Prob: peopl, call, mute, 
reason, time, kid, unmut 
FREX: reason, kid, mute, unmut, 
child, stop, peopl 

5.0 % 

Note: "Topic Prop." Represents the estimated proportion of each topic; Numbers 
marked with an * indicate excluded topics. 
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keywords underneath are unique, unlike steal data and meeting and 
account passwords, which share more keywords with other topics. It is 
worth noting that the network has a modularity index of 0.774 but also 
has a large mean path length (4.726), whereas a shorter mean path 
length in a network allows for fast information transfer and low cost 
[111], suggesting that although clusters within the network are 

relatively concentrated, inter-cluster communication is loose and 
inter-group correlation is low, as the image demonstrates as well, the 
majority of remaining keywords do not connect to the topics that have 
been detected, which may be due to the fact that many user-written 
negative reviews address various facets of the videoconferencing 
program. 

Fig. 4. Trends over time for the different topics estimated by the STM model (the popularity of each topic is plotted as a smoothed function of the time the review 
was posted, with the dashed line indicating a 95 % confidence interval). 
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3.4. Results of model exploration 

3.4.1. Performances of prediction models 
To reasonably evaluate the performance of each model, we use RMSE 

and R2 as measures of model performance [112]; a lower RMSE value is 
associated with higher model accuracy, with a value of 0 indicating a 
perfect fit, while a higher R2 value is associated with a better fit, with a 
value of 1 indicating a best-fit model. The performance of each test 
model on the training set is shown in Fig. 6. Both RMSE (1.24) and R2 
(0.09) values show that the gradient boosting machine (GBM) out
performs the other models. 

3.4.2. Variable importance and partial dependence 
As described above, the experiments determined that GBM is the 

best-performing model on this dataset. Fig. 7 illustrates the significance 
of the explanatory variables incorporated in the GBM model. The RMSE 
value of the GBM model is denoted by the vertical dashed line on the left. 
The bars for each explanatory variable start with the RMSE value of the 
GBM model and end with the (average) RMSE value calculated using 
data with permuted values of the variable, the length of the bar repre
senting the importance measure for each explanatory variable [98]. The 
office platform is the explanatory variable with the greatest impact on 
model prediction. This suggests that the model believes that a change in 
the proportion of this topic will result in the greatest change in rating. 
The next two important explanatory variables are features and steal 
data. It is worth noting that the latter is far less important than the 
former. The explanatory variables (Audio and video quality, Mute and 
unmute and Meeting and account passwords) ranked in the middle have 

Fig. 5. Topic network for negative reviews.  
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a small difference in their contribution to the model. The last-ranked 
customer service has almost the same lower variable importance as 
hacker issues. It is important to note that the ranking of variable 
importance should not be taken directly as the order in which user re
quirements are processed. These explanatory variables considered here 
are thematic representations of negative sentiment, and variable 
importance may be influenced by the negative sentiment itself. For 
example, the majority of negative reviews pertaining to customer ser
vice award a single star. As a consequence, variations in the value of this 
explanatory variable have minimal or negligible impact on the depen
dent variable, which is evidently the user’s intensely negative sentiment 
towards the subject matter. Therefore, explanatory variables with low 
variable importance do not imply insignificance here. The diversity of 
user ratings for the explanatory variable decreases with the importance 
of the variable in this study; therefore, this requirement must be 
addressed immediately. 

Next, we use a partial-dependence (PD) plot to show how the ex
pected value predicted by the model behaves as a function of the 
selected explanatory variables. Fig. 8 shows partial dependence plots of 
the eight discovered explanatory variables used to build the GBM model. 
They illustrate the marginal effects of each explanatory variable on the 
ratings after considering the average joint effects of the other explana
tory variables. Even while it may not provide a full explanation, it may 
indicate general tendencies and give a solid foundation for interpreta
tion [113,114]. The two explanatory variables that have a positive 
correlation with the rating are office platform and features, which means 
that the higher the proportion of their topics, the higher the rating. The 
fluctuation of the office platform value (the proportion in negative re
views) among all explanatory variables will make the maximum fluc
tuation of the predicted value (rating), which also confirms the previous 
results of variable importance. At the same time, it shows that as the 

proportion of this topic increases, the user attitude will be relatively 
better. This may be related to the positive attitude of people working 
from home [115]. 

The PD configuration files for the four variables (Customer service, 
Hacker issues, Meeting and account passwords, and Mute and unmute) 
are similar. They all fluctuate in a small range around the value of 1.75. 
Among them, the explanatory variable with the least impact on the 
model prediction is customer service, indicating that the topic has the 
lowest rating diversity. This shows that when the topic is mentioned in 
negative reviews, the negative attitude of users will remain almost un
changed. The results are consistent with previous studies, indicating that 
customer service quality will significantly affect the satisfaction level of 
mobile apps [116,117]. The fluctuation of the average predicted value of 
hacker issues is almost the same as that of the customer service, indi
cating that both will cause users to give lower ratings, but users are more 
tolerant of hacker issues. This is obvious because when users seek 
customer support for hacker issues and do not receive satisfactory an
swers, they are more likely to be dissatisfied with customer service. In 
addition, two topics (Meeting and account passwords and Mute and 
unmute) have been indentified that can cause low user scoring behavior. 
Upon browsing related reviews, it was found that the incorrect password 
used when attending the meeting and logging in to the account caused 
users a lot of trouble. 

The automatic unmute of the system is also a key issue in user 
feedback. Interestingly, there is a clear negative correlation between 
audio and video quality, steal data, and ratings. When they reach sta
bility, these variables have lower average predictive values than the 
other variables, and stealing data has the lowest value. This shows that 
with the increase of the proportion of the two topics, user attitudes will 
deteriorate further, and users who talk about steal data will have a 
stronger intention of low rating. In other words, stealing data is the most 
pressing user requirement that needs to be addressed today, followed by 
video and audio quality. This seems obvious, as users tend to be more 
disgruntled and angrier when their privacy is at risk of compromise 
[118]. In summary, when improving the quality of WCS, priority should 
be given to stealing data-related requirements, protecting the user’s 
privacy information, and maintaining the security of their networks. The 
specific priorities for user requirements are shown in Table 4. We 
combined Figs. 7. and 8 to rank the user requirements. In Fig. 7, the 
order of variable importance for each user requirement directly corre
lates with the initial order of user requirement priority. This is because a 
lower variable importance indicates a smaller change in rating when the 
user mentions the requirement in their reviews, i.e., the smaller the 
change in the user’s negative attitude. Afterwards, we observed the 
trend of rating change for each user requirement according to Fig. 8, and 
found that steal data and audio and video quality, although they have 
high variable importance in Fig. 7, the negative attitude of the user is not 
shifting to better but to worse, where steal data leads to the lowest 

Fig. 6. Performance of different models on the test set.  

Fig. 7. Variable importance measures for the explanatory variables included in 
the GBM model. 
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negative attitude of the user, so we adjusted the initial ordering to put 
steal data at the top of the priority of the user’s requirements to solve. 
Next comes audio and video quality, and the rest of the user re
quirements are ranked in the original order to get the final user 
requirement resolution priority. 

4. Discussion and conclusion 

Martin et al. [119] used the phrase "app store analysis" to describe 
the burgeoning research in software engineering using app store data. 
Although app designers have accessed and analyzed vast amounts of 
data in app stores such as Apple App Store and Google Store to release 
and quickly update apps, it is not easy to effectively apply app store 
analytics to improve user loyalty and satisfaction [120,121]. 

The findings of this research are intended to help WCS developers 
improve service quality and product development based on users’ 
pressing requirements. The data analysis began with the extraction of 
negative reviews. Based on the presence of these negative reviews, eight 
critical requirements of users in the WCS were identified in an 

automated manner using topic modeling. These requirements consisted 
of app bugs, feature enhancements, and new feature requests that users 
urgently expressed in informative reviews. After that, network analysis 
was used to examine the relationships between the pressing re
quirements. We also used machine learning to clarify the connection 
between these requirements and user rating behavior. Finally, the work 
used XAI to interpret the best-performing model and generate appro
priate priorities based on the interpretation results for the user’s urgent 
requirements. 

Among the user requirements observed in Fig. 8, the requirement 
that causes users to generate the strongest low rating willingness is to 
steal data. This is consistent with previous research findings. According 
to Ebrahimi and Mahmoud [122], complaints about privacy and ethics 
have the greatest negative impact on app ratings. Steal data issues are 
strongly associated with hacker issues, but user attitudes towards the 
former are worse than towards the latter (refer to Figs. 5 and 8). Thus, it 
is crucial to uphold the ethical principles of the enterprise and protect 
the privacy and security of users. It is worth noting that regarding the 
popularity of the steal data topic (Fig. 4(e)), the sudden spikes and dips 
indicate dramatic fluctuations in user requirements and reflect that 
timely and proper handling by organizations can help alleviate user 
concerns and reduce negative impact. The next user requirement that 
needs to be addressed is related to video and audio quality. This is 
related to the properties of the web conferencing system itself. Other 
user requirements include customer service issues (leads to negative 
emotions and sparks online reviews), hacker issues that prevent users 
from continuing meetings normally, meeting links and login account 
password issues (results in users being unable to join meetings), the 
automatic unmute issue which causes user embarrassment, issues with 
improved or missing functionality (leading to inconvenience in usage) 
and office problems (i.e., developers may need to address incomplete 
office components). Notably, when we pre-processed the data, we found 

Fig. 8. Partial-dependence profiles for the GBM model and selected explanatory variables for the negative reviews.  

Table 4 
Prioritization of user requirements.  

Prioritization User requirements 

1 Steal data 
2 Audio and video quality 
3 Customer service 
4 Hacker issues 
5 Meeting and account passwords 
6 Mute and unmute 
7 Features 
8 Office platform  
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that app developers did not respond to negative reviews promptly, 
potentially exacerbating the impact of negative reviews shared by users 
in the app store. 

Although the final result of prioritizing user requirements is some
what obvious and more in line with daily experience, this is also theo
retical proof of the correctness of this type of daily experience because 
daily experience is not always reliable in guiding managers to make 
decisions. In addition, similar results are mentioned in the literature 
[116,117,122], confirming the validity of our study. However, our 
findings diverge from the previous literature in three key aspects: 1) we 
found the user requirement “meeting and account passwords,” whereas 
most of the previous research on this type of problem has focused on 
security, with almost no research exploring the user requirement itself 
(e.g., displaying an incorrect password when logging in). 2) The user 
requirements of “mute and unmute” have also been overlooked in the 
previous literature. 3) Some of the user requirements in the findings 
have been identified by existing research, but no research has been 
conducted to prioritize their solutions. 

4.1. Implications for practice 

Unlike apps in many other fields, the WCS was widely used during 
the COVID-19 pandemic to provide basic video conference services to 
different populations. However, the significant increase in demand for 
teleconferencing and the influx of users from different fields (such as the 
education industry) have put enormous pressure on the WCS. Given 
these complex and difficult situations, the framework proposed in this 
study can apply and support the WCS to not only respond to but also 
deeply understand the unprecedented user requirements. Negative re
views posted by users may have a greater influence than positive word- 
of-mouth [123]. Therefore, mobile app companies need to adopt pro
active strategies to reduce or eliminate negative reviews’ impact on their 
products and businesses. Mobile app companies must understand the 
impact of negative user reviews from the app store platform and devise 
scientific and reasonable strategies for the problems behind them to 
reduce costs and increase efficiency. Since users tend to compare 
products and services offered by competitors in app store reviews, 
monitoring competitors in app stores should also be part of a long-term 
strategy [124]. Competitor data in app stores provides mobile app 
companies with an excellent opportunity to gain business intelligence 
and develop better competitive strategies. Knowledge gained by 
comparing competitor data may help mobile app companies seize 
market opportunities and avoid risks. To sum up, mobile app companies 
can only increase their business value by using the big data and big data 
analysis technologies available in the app store to enhance the quality 
and worth of their products and services. 

4.2. Implications for research 

The study emphasizes how difficult it is to analyze app stores because 
of their complicated and heterogeneous data structures and the sheer 
volume humans cannot fully handle. Therefore, this research contrib
utes to the existing literature on app stores. Our investigation demon
strates that app developers can better comprehend users’ urgent 
requirements in real-time by using the huge amount of data found in app 
stores. Previous research on app requirements prioritization is often 
limited and does not fully address the prioritization of many informative 
reviews. Some existing automated methods fail to provide app de
velopers with an explanation of the results, which leads to developers’ 
incomprehension and distrust [125]. In this study, we first perform text 
mining on negative reviews to obtain users’ urgent requirements and 
then prioritize these requirements by explaining their relationship to 
ratings. Model-interpretation-based prioritization methods are 
domain-agnostic, do not require manual labeling of large numbers of 
reviews, and the research can be extended to other categories of apps by 
replacing the dataset. The identified requirements prioritization may be 

a useful starting point for requirements specialists and researchers 
engaged in requirements prioritization activities [13]. 

4.3. Threats to validity 

In this section, we will discuss the potential threats to the validity of 
our experiments from four different angles: construct, internal, external, 
and conclusion [126]. 

Construct validity: Threats to construct validity involve the rela
tionship between theory and experiment, especially if the design of the 
experiment is chosen to suit the purpose of the study. Different ap
proaches may lead to experimental bias. We mitigated this threat by 
applying the widely used structural topic model. Secondly, we used the 
relationship between topic shares and ratings to prioritize urgent user 
requirements. However, app developers (and other stakeholders) may 
also choose other approaches to prioritize urgent user requirements (e. 
g., frequency). The impact of such methods was not examined in this 
study. Furthermore, following other similar work, our approach assumes 
that reviews with low star ratings are more reflective of the user’s im
mediate requirements than other reviews. However, there may also be 
pressing user requirements in highly rated reviews. 

Another threat is that the required words taken from the reviews may 
be combined with other phrases or meaningless terms, which might hurt 
the topic model’s performance and make it more difficult to comprehend 
the results. Several pre-processing measures were used to mitigate this 
threat, such as removing emoticons and filtering out stop words. How
ever, this possibility remains, as we did not examine which pre- 
processing method was the most appropriate; instead, we adopted a 
general approach. 

Internal validity: The threat to internal validity is primarily repre
sentative of our model. The empirical choice of parameters (e.g., αand β) 
and the determination of hyperparameters may affect the experimental 
results. Therefore, we used default parameters and did not perform 
hyperparameter tuning to minimize this threat. Another threat is 
whether the results of our study are correctly derived from our data. In 
particular, the adequacy of the methods used to extract themes. There
fore, we considered a different number of topics around the optimal 
number of topics shown by the metrics, such as 9. The authors finally 
agreed by observing and discussing the keywords and representative 
reviews under these topics. 

External validity: External validity is related to the generality of our 
results. Our dataset consists of over 38,000 reviews posted between 1 
January 2019 and 31 June 2022, which may not represent all review 
types under the videoconferencing app. In addition, as we only consid
ered WCS on mobile devices, the results may not apply to WCS on PC. 
Although our proposed prioritization method is designed for all mobile 
apps, there may be differences in user requirements of the same app 
across different app stores and even for the Apple App Store; we did not 
study the differences between different categories. However, we believe 
that our approach is flexible. Therefore, dealing with other similar 
problems (e.g., replacing datasets) is easy, depending on the prioriti
zation study or app requirements. 

Conclusion validity: Threats to the validity of conclusions involve 
dealing with the relationship between treatment and outcome, espe
cially the capacity to draw the right conclusions about the relationship 
between treatment and observation. In this research, we used appro
priate big data analytic techniques on the data to address our study 
concerns. We used different metrics, typically to measure the connection 
between the number of topics and reviews and to predict the model’s 
performance. This is to minimize the potential for biased interpretations 
that can arise from using a single metric, as interpretations are often 
subjective. 

4.4. Conclusion and future research 

In this paper, we proposed an app store analysis framework and 
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demonstrated its validity by prioritizing user requirements for three 
popular video conferencing apps. Specifically, we first used a crawler to 
collect user reviews of Microsoft Teams, ZOOM Cloud Meetings, and 
Google Meet in the Apple App Store from the Qimai data platform. 
Second, we performed sentiment analysis on user reviews using the 
Sentistrength tool to identify negative reviews. Third, STM models were 
used to automatically identify eight key user requirements underlying 
the negative reviews. Fourth, the Gephi network analysis tool was 
employed to investigate the relationships between these pressing re
quirements. Fifth, six machine learning models were used to determine 
the link between these requirements and user ratings. Finally, XAI was 
used to interpret the best-performing models (GBM) and generate 
appropriate prioritization for users’ urgent requirements based on the 
interpretation results. The study results showed that the eight types of 
users’ urgent requirements were prioritized in the following order: Steal 
data, Audio and video quality, Customer service, Hacker issues, Meeting 
and account passwords, Mute and unmute, Features, and Office 
platform. 

Furthermore, the novel prioritizing technique suggested in this 
research only requires little manual processing. In particular, the pri
ority results of this method are interpretable. In other words, we believe 
the key to developing an automatic prioritization method is intelligently 
combining multiple approaches (e.g., topic modeling, sentiment anal
ysis, XAI, etc.). As a result, the approach suggested in this research has 
significant consequences for the development and maintenance of apps, 
especially where app developers cannot manually filter all reviews to 
obtain prioritized insights. It should be noted that our approach is 
scalable and can be used to develop applications in any other field 
without requiring extensive manual labor. While a prior study has 
shown that most mobile app developers utilize user reviews in app stores 
to account for user requirements, these firms overlook ratings and place 
a greater emphasis on the number of requirement reviews [33]. We 
believe our strategy will make it easier and faster for app developers to 
prioritize user requirements. 

Despite our contribution to this study, there are several avenues for 
future research. Online review systems include false reviews and ratings 
that do not correspond to reviews [127]. These erroneous reviews may 
affect the validity of our proposed framework for analyzing app stores. 
In future work, we will try to identify and delete these reviews in 
advance, making the analysis results based on the developed framework 
more practical. The XAI-based prioritization method could be improved 
to obtain better results for requirement ranking. Furthermore, we will 
verify the effectiveness of the obtained user requirement priorities for 
app improvement. For example, we will try to contact the developers of 
the surveyed videoconferencing apps and provide them with the results 
of our experiment to obtain their perceptions and satisfaction regarding 
the prioritization of requirements. An experiment could also be designed 
in which students from various universities who have used these apps (e. 
g., 100 people) are randomly invited to independently evaluate the re
sults of our requirements ranking to determine the reasonableness of the 
order. In addition, considering the time, effort, and financial constraints, 
we did not extensively compare our method with existing methods for 
prioritizing user requirements; thus, we will attempt to compare our 
approach with existing methods of prioritizing requirements in app re
views. This is fertile ground for future study. In addition, we will explore 
the interpretability of the model as well as compare the effects of using 
different XAI tools. Finally, we will explore whether app developers find 
the user requirements prioritization results obtained using XAI more 
understandable and agreeable compared to those obtained from previ
ous studies utilizing other methods. 
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