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Abstract 13 

The speech-to-song transformation is an illusion in which certain spoken phrases are perceived 14 

as more song-like after being repeated several times. The present study addresses whether this 15 

perceptual transformation leads to a corresponding change in how accurately participants imitate 16 

pitch/time patterns in speech. We used illusion-inducing and non-inducing spoken phrases from 17 

Tierney et al. (2018) as stimuli. In each trial, one stimulus was presented eight times in 18 

succession. Participants were asked to reproduce the phrase and rate how music-like the phrase 19 

sounded after the first and final (eighth) repetitions. The ratings of illusion stimuli reflected more 20 

song-like perception after the final repetition than the first repetition, but the ratings of control 21 

stimuli did not change over repetitions, replicating Tierney et al. (2018). The results from 22 

imitative production mirrored the perceptual effects: pitch matching of illusion stimuli improved 23 

from the first to the final repetition, but pitch matching of control stimuli did not improve. These 24 

findings suggest a consistent pattern of speech-to-song transformation in both perception and 25 

production. 26 

 27 

Keywords: Speech-to-song transformation, speech and music, perception and production 28 

 29 
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Introduction 31 

Music and language are commonly considered clearly separable cognitive domains 32 

(Peretz & Coltheart, 2003), a distinction that has been suggested to extend to production (Peretz, 33 

2009). However, recent evidence suggests that the dividing line between speech and song can be 34 

modified by context, at least in perception. Some spoken phrases can transform perceptually 35 

from speech to song after being repeated several times (Deutsch et al., 2011), an effect referred 36 

to as an illusory speech-to-song transformation, that has been widely replicated (Castro et al., 37 

2018; Deutsch et al., 2011; Falk et al., 2014; Jaisin et al., 2016; Margulis et al., 2015; Tierney et 38 

al., 2013; Tierney et al., 2018; Tierney et al., 2021; Vanden Bosch der Nederlanden et al., 2015; 39 

Vitevitch et al., 2021). We report evidence that the experience of this transformation yields 40 

effects on production similar to those found for the imitation of naturally occurring speech versus 41 

song (Mantell & Pfordresher, 2013). These results complement claims that perception and action 42 

share common representations (e.g., Hommel, 2015; Wilson et al., 2005). 43 

The initial report on the transformation from speech to song (Deutsch et al., 2011) 44 

included a study that addressed the association between perceptual transformation and changes in 45 

vocal production. One group of participants reproduced an illusion-inducing phrase after hearing 46 

it once, while the other group reproduced the same phrase after hearing it ten times. Participants 47 

who heard the phrase ten times reproduced the pitch values more accurately than those who 48 

heard it once, suggesting that the perceptual speech-to-song transformation facilitates imitative 49 

production. However, there were several limitations of this study. The authors only used one 50 

spoken phrase that was expected to induce the illusion, but no control phrases that fail to produce 51 

the illusion. The effect of the speech-to-song transformation could therefore not be disentangled 52 

from the effect of stimulus repetition. Furthermore, comparisons between performances 53 
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following the first and final repetitions were based different groups of participants. Finally, only 54 

musicians with at least five years of musical training participated (Deutsch et al., 2011), making 55 

it unclear whether results generalize to musically untrained individuals. 56 

To investigate whether a transformation from speech to song in perception leads to a 57 

transformation from speech-like imitation to song-like imitation, we conducted a study using 58 

stimuli drawn from Tierney et al. (2013). That study identified stimuli that are likely to yield an 59 

illusory transformation (illusion stimuli) and others that do not (control stimuli). These two 60 

stimulus categories allow us to separate effects based on the speech-to-song transformation from 61 

basic effects of repetition. In the present experiment, participants heard each phrase 8 times. 62 

After the first and last repetition, participants were asked to vocally reproduce (imitate) the 63 

phrase, and then rate the phrase on a speech/song continuum. By comparing the accuracy of 64 

imitative production with perceptual ratings, we can investigate whether sensorimotor interaction 65 

accompanies the illusory perceptual transformation from speech to song. In general, the pitch 66 

patterns of song are imitated more accurately than those of speech (Mantell & Pfordresher, 2013; 67 

Pfordresher et al., 2022); however, it remains unclear whether this song advantage is driven by 68 

perception of a stimulus as song versus speech or by the acoustic characteristics which separate 69 

song and speech. Here we predicted that the speech-to-song transformation, found in illusion but 70 

not control stimuli, would be associated with a commensurate increase in pitch imitation 71 

accuracy from the first to last repetition for the illusion but not control stimuli, indicating that 72 

perceiving a stimulus as song leads to an enhanced ability to imitate its pitch.  73 
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Methods 74 

Subjects 75 

40 participants (20 female and 20 male) from the [REDACTED] subject pool participated 76 

in exchange for course credit. The average age of participants was 18.8 years (ranging from 18 to 77 

23). Their average years of instrumental training was 3.35 (ranging from 0 to 15), and their 78 

average years of vocal training was 0.93 (ranging from 0 to 10). Twenty five of the subjects had 79 

at least one year of instrumental training and eleven of them had at least one year of vocal 80 

training. All subjects were native English speakers. Participants were excluded if they reported a 81 

medically diagnosed hearing disorder or disorder of vocal motor control. The procedure was 82 

approved by the Institutional Review Board of the [REDACTED], and verbal informed consent 83 

was obtained from each participant. 84 

Stimuli 85 

Stimuli were short phrases selected from the illusion and control stimuli from Tierney et 86 

al. (2013), described earlier. Because the participants in our study spoke with an American 87 

English accent, only short phrases spoken with this accent were selected from the original 88 

stimulus set to avoid the potential challenge of imitating an unfamiliar accent. 12 illusion stimuli 89 

and 12 control stimuli were included on this basis. Acoustic differences across the subset we 90 

used mirrored those found for the entire original sample, as detailed in the Supplementary 91 

Information document. The phrases were spoken by three different talkers, with equal 92 

contributions of talker to each group of stimuli. We also included four filler stimuli from Tierney 93 

et al. (2018), in which the same talker first repeated a spoken phrase four times and then sung the 94 

same phrase another four times at the same rate and with similar pitches. Filler stimuli guard 95 

help prevent participants from shifting their ratings from “speech” to “song” based on mere 96 
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repetition, by including trial sequences associated with changes in the acoustical signal. These 97 

stimuli also served as a check to make sure that subjects were paying attention to the speech to 98 

song changes. 99 

Every talker in the original stimulus set used a male-gendered voice. This posed a 100 

problem for our production study given that prior work suggests that stimuli are imitated more 101 

accurately when they fell into participants’ vocal range (Pfordresher & Brown, 2007; Price, 102 

2000; Welch, 1979). Therefore, we generated a new matched set of stimuli more suitable to 103 

female gendered voices by shifting the fundamental frequency one octave upward and adjusting 104 

formant frequencies in MATLAB (MathWorks, Inc., Natick, MA). Both male and female stimuli 105 

are available online (https://osf.io/j5xms/). Follow-up analyses of the results reported below 106 

showed no effect of male versus female stimuli on the strength of the speech-to-song 107 

transformation (no significant 3-way interaction between gender, stimulus type, and repetition). 108 

We therefore aggregated across vocal genders for sake of simplicity and maximizing statistical 109 

power. 110 

Procedure 111 

The experimenter interacted with participants via Zoom (Zoom Video Communications, 112 

San Jose, CA). Prior to the beginning of the experiment, participants were instructed to sit in a 113 

quiet place and to use headphones if possible. The experimenter checked the ambient noise level 114 

in the participant’s recording area during each session, and the experiment was rescheduled if the 115 

noise level was deemed too high. Specifically, the experimenter made sure no other media was 116 

playing in the background and the participant would not be disturbed by other people during the 117 

session. The experiment was run on an online data collection platform (Findingfive.com) and 118 

comprised three sections: speech-to-song task, pitch imitation, and questionnaires (Figure 1).  119 
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 120 

Figure 1 121 

Experimental procedure 122 

 123 
Note: Arrows indicate flow ordering of tasks across time. Dashed boxes indicate flow of tasks 124 
within single trials, where the speaker icon indicates perception, and the microphone indicates 125 
production. 126 
 127 

Speech-to-song task 128 

In the speech-to-song task, one of the spoken phrases was repeated eight times during 129 

each trial. After the first and eighth repetitions, participants were instructed to record themselves 130 

reproducing the phrase (production) and then provide a rating (perception) indicating the extent 131 

to which the phrase sounded like speech or song. A rating of 1 indicated that the phrase is 132 

completely speech-like, while a rating of 10 indicated that the phrase is completely song-like. 133 

Participants were instructed to start the recording by clicking a record icon and to stop the 134 

recording by clicking a square icon on the platform. From the second to the seventh repetitions, 135 

participants were only required to listen to the phrases, and the time interval between each 136 

repetition was 100 milliseconds. A practice trial was given at the beginning of the session to 137 

confirm that participants understood the instruction and that their microphones were working 138 

Speech-to-song 
task

Pitch imitation task

Questionnaire

Stimulus
Repetition #1

Initial Report
Imitation + Rating

Stimulus
Repetition #2-7

Final Report
Imitation + Rating

Stimulus
Repetition #8

Pitch Imitation
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properly. Once the practice trial was successful, participants proceeded to the actual experiment. 139 

The illusion, control and filler stimuli were randomly intermingled across trials. 140 

Pitch imitation task 141 

After completing the speech-to-song task, participants were assessed on their abilities to 142 

match pitch using a subset of trials from the Seattle Singing Accuracy Protocol (SSAP; Demorest 143 

et al., 2015; Pfordresher & Demorest, 2020). On each trial, a single tone was presented for one 144 

second, and participants were asked to imitate the pitch after hearing the tone. The instruction for 145 

recording was the same as that in the speech-to-song task. Each tone used a human vocal timbre, 146 

matched to the vocal gender of the participant. This task utilized two different sets of tones 147 

spanning a musical perfect 5th (7 semitones). Specifically, 5 tones with voices in a typical male 148 

timbre and range were used for male participants (fo: C3, D3, E3, F3, G3), whereas 5 tones with 149 

voices in a typical female timbre and range were used for female participants (fo: C4, D4, E4, F4, 150 

G4). Each of the five tones was presented twice, and the tones for two successive trials were 151 

different. 152 

Questionnaire 153 

At the end of the experiment, the participants were asked to fill out a short questionnaire 154 

about their language and musical background. 155 

Data analysis for vocal imitation 156 

To evaluate the performance of imitation, the recordings of imitation were compared to 157 

the corresponding stimuli. During the preprocessing stage, recordings were eliminated before 158 

further analysis if the number of syllables in the recording did not match the number of syllables 159 

in the corresponding stimulus (7.6% of the trials were removed).  160 
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The remaining audio files (including imitations and stimuli) were processed using 161 

MATLAB scripts following Mantell and Pfordresher (2013). Fundamental frequencies (fo) were 162 

extracted at each time point using the Matlab function Yin (De Cheveigné & Kawahara, 2002), 163 

resulting in a vector of fo values sampled at an interval of 25 ms. All values were converted from 164 

Hz to cents, where 100 cents equal 1 semitone, based on a referent frequency of 440 Hz. Next, 165 

paired recordings of target stimuli and the corresponding imitations were equated for duration. 166 

This was done by resampling the target fo vector so that its length matched the length of fo vector 167 

from the imitation.1  168 

Two measures were used to assess the pitch accuracy of imitation based on temporally 169 

aligned fo vectors. Absolute pitch error is the mean absolute difference between the target and 170 

imitation vectors across all duration-matched samples in a trial. Pitch correlation is the Pearson 171 

correlation between matched imitation and target samples in a trial, and measures how closely 172 

the pattern of change in the imitated pitch trajectory corresponds to the pattern of change in the 173 

target (i.e., relative pitch).  174 

Statistical analyses were performed with a 2 (Stimulus Type: illusion versus control 175 

stimuli) x 2 (Repetition: first versus final repetitions) repeated measures ANOVA. Prior work 176 

suggested the increase in rating should be found only for the illusion stimuli and not for the 177 

control stimuli (Tierney et al., 2018). Therefore, planned contrasts were also conducted with 178 

independent samples t-tests between the first and final repetitions. All statistical decisions were 179 

made with 𝛼 = .05. 180 

 
1 The Supplementary Information document reports analyses that address possible effects of the alignment 

process, which ultimately did not change the interpretation of results reported here. 
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Results 181 

Perceptual ratings of speech versus song  182 

The average initial and final ratings for control and illusion stimuli are displayed in 183 

Figure 2A. Difference scores between the initial and final ratings for control and illusion stimuli 184 

are shown in Figure 2B. The ANOVA yielded a significant main effect of Stimulus Type, F(1, 185 

39) = 53.54, p < .001, 𝜂!" = .58, indicating that the illusion stimuli (M = 3.91, SD = 1.69) were 186 

rated as more song-like compared to the control stimuli (M = 2.78, SD = 1.44) across repetitions. 187 

There was also a significant main effect of Repetition, F(1, 39) = 34.30, p < .001, 𝜂!" = .47, 188 

indicating that ratings increased with repetition (Mfirst = 3.03, SDfirst = 1.45; Mfinal = 3.66, SDfinal = 189 

1.81). In addition, there was a significant Stimulus Type x Repetition interaction, F(1, 39) = 190 

35.70, p < .001, 𝜂!" = .48. Planned contrast analyses revealed that for illusion stimuli the mean 191 

final ratings (M = 4.48, SD = 1.68) were significantly higher than the mean initial ratings (M = 192 

3.35, SD = 1.52; t(39) = 7.03, p < .001), while for control stimuli there was no significant 193 

difference between the mean initial (M = 2.71, SD = 1.31) and final ratings (M = 2.84, SD = 1.57; 194 

t(39) = 1.19, p = .12). These results suggest a perceptual transformation from speech to song for 195 

the illusion stimuli but not for the control stimuli, replicating the findings of Tierney et al. 196 

(2018). 197 

 198 
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Figure 2 199 

Ratings for the first and final repetitions 200 

  201 
Note. A: Mean ratings for the 1st and 8th repetitions averaged across participants for illusion 202 
stimuli (black line) and control stimuli (gray line). Error bars represent one standard error of the 203 
mean. B: Swarm charts displaying the differences in ratings (final ratings minus initial ratings) 204 
for control and illusion stimuli. Dark horizontal lines in each panel represent means surrounded 205 
by 95% confidence intervals, and each dot represents the mean difference score for a single 206 
participant. 207 
 208 

Absolute pitch error for imitations 209 

 Figure 3A displays the mean absolute pitch errors of the phrase imitations across four 210 

Stimulus Type x Repetition conditions. Figure 3B shows the differences in mean absolute errors 211 

across repetitions. There was a significant main effect of Stimulus Type, F(1, 39) = 67.08, p 212 

< .001, 𝜂!" = .63, indicating that the absolute pitch errors for illusion stimuli (M = 295.06, SD = 213 

105.85) were lower than for control stimuli (M = 395.58, SD = 102.21). There was also a main 214 

effect of Repetition, F(1, 39) = 11.12, p = .002, 𝜂!" = .22, indicating that the absolute pitch errors 215 

decreased from the first to the final repetition (Mfirst = 353.08, SDfirst = 110.91, Mfinal = 337.56, 216 

SDfinal = 119.77). The Stimulus Type x Repetition interaction was not significant, F(1, 39) = 217 

1.70, p = .20, 𝜂!" = .04. However, planned contrasts indicated that the absolute pitch errors 218 
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decreased significantly from the first to the final repetition for illusion stimuli, t(39) = 3.61, p 219 

= .005, but not for the control stimuli,  t(39) = 0.97, p = .175.  220 

  221 

Figure 3 222 

Absolute pitch error 223 

 224 
Note. A: Absolute pitch error (in cents) for the 1st and 8th repetitions averaged across participants 225 
for illusion stimuli (black line) and control stimuli (gray line). Error bars represent one standard 226 
error of the mean. B: Swarm charts displaying differences in mean absolute errors across 227 
repetitions (Absolute pitch errors of final recordings minus absolute pitch errors of initial 228 
recordings). Dark horizontal lines in each panel represent means surrounded by 95% confidence 229 
intervals, and each dot represents the mean difference score for a single participant. 230 
 231 

Pitch correlation for imitations 232 

Figure 4A shows pitch correlations of the phrase imitations across four Stimulus Type x 233 

Repetition conditions. Figure 4B displays the differences in pitch correlation scores across 234 

repetitions. The ANOVA revealed a significant main effect of Stimulus Type, F(1, 39) = 59.59, p 235 

< .001, 𝜂!" = .60, indicating that pitch correlation scores for illusion stimuli (M = 0.45, SD = 236 

0.18) were greater than for control stimuli (M = 0.29, SD = 0.17). There was also a main effect of 237 

Repetition, F(1, 39) = 7.30, p = .010, 𝜂!" = .16, indicating an increase in pitch correlation scores 238 
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from the first to the final repetition (Mfirst = 0.35, SDfirst = 0.18; Mfinal = 0.39, SDfinal = 0.20). 239 

Additionally, there was a significant Stimulus Type x Repetition interaction, F(1, 39) = 5.49, p 240 

= .024, 𝜂!" = .12, suggesting the improvement in pitch correlation scores was greater for illusion 241 

stimuli than for control stimuli. This interpretation was supported by planned contrasts analyses, 242 

in that pitch correlations increased significantly from the first to the final repetition for illusion 243 

stimuli, t(39) = 3.62, p < .001, but not for control stimuli, t(39) = 0.32, p = .373. 244 

 245 

Figure 4 246 

Pitch correlation 247 

 248 
Note. A: Mean pitch correlations for the 1st and 8th repetitions averaged across participants for 249 
illusion stimuli (black line) and control stimuli (gray line). Error bars represent one standard 250 
error of the mean. B: Swarm charts displaying differences in pitch correlation across repetitions 251 
(pitch correlation of final recordings minus pitch correlation of initial recordings). Dark 252 
horizontal lines in each panel represent means surrounded by 95% confidence intervals and each 253 
dot represents the mean difference score for a single participant. 254 
 255 

Correlational analyses 256 

We next assessed the association between perception and production on a more granular 257 

level using correlational analyses, looking at the association between the degree of change from 258 
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repetitions one to eight in perceptual ratings, with the commensurate degree of change in 259 

imitation accuracy (via each measure). When parameterized by individual participant (i.e., each 260 

data point is the mean score of a participant across items), the association between perception 261 

and production was not significant for either measure of production. However, both of these 262 

associations were significant when correlations were parameterized by item (cf. Tierney et al., 263 

2018, their Figure 3), for pitch deviation (Figure 5A), r(22) = .53, p  = .004, for pitch correlation 264 

(Figure 5B), r(22) = .42, p = .021. We also evaluated whether any demographic variables related 265 

to instrumental or vocal training correlated with change in perceptual ratings or imitative 266 

performance among illusion stimuli. The only significant association we found was between 267 

years of instrumental training and improvement in production measured via pitch correlations, 268 

r(39) = .34, p = .04, suggesting that participants with more years of training exhibited a larger 269 

effect of repetition within illusion-generating stimuli with respect to tracking relative pitch. 270 

 271 

Figure 5 272 

Associations between perception and production 273 

A         B 274 

 275 
Note. All values reflect change from repetitions 1 to 8, averaged across all participants for a 276 
given stimulus item. Terms in the differences are arranged so that positive values reflect 277 
increased “song-like” ratings or improved imitative production and light grey lines highlight zero 278 
crossings. Red dots denote control stimuli and blue dots are illusion stimuli. Panels differ with 279 
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respect to the Y-variable, A: change in pitch deviation scores, B: change in pitch correlation 280 
scores. 281 
 282 
 283 

Discussion 284 

This study reports a replication of the perceptual speech-to-song transformation and an 285 

extension of this effect to the accuracy with which pitch contours in speech are imitated. These 286 

results suggest that the illusory transformation found in perception also exerts an effect on 287 

sensorimotor associations that influence vocal-motor planning. The present study is thus 288 

consistent with frameworks advocating for the integration of perception and action (e.g., 289 

Hommel et al., 2001; MacKay, 1987; Pfordresher, 2019; Pickering & Garrod, 2013). For 290 

example, in a previous neuroimaging study, Tierney et al. (2013) showed that the perception of 291 

the speech-to-song transformation is linked to increased activations in a motor region associated 292 

with vocalization. The significance of the present effect is that the associations found here are 293 

based on phenomenological aspects of perception (i.e., perceiving a stimulus as more 294 

representative of language or music), beyond effects related to acoustic structure or practice. 295 

These results also suggest that the advantage in imitating song over speech (e.g., Mantell & 296 

Pfordresher, 2013) may not simply reflect differences in acoustic features across domains.2 297 

Taken together, certain acoustical parameters may lend flexibility to certain acoustical 298 

parameters, such that manipulations like repetition (used here) can cause items to vary 299 

phenomenologically between song and speech. The fact that these phenomenological changes 300 

affect production is the novel contribution here. 301 

 
2 This holds even if one considers repetition to be an acoustic feature (a possibility that an anonymous reviewer 
proposed) given that repetition led to improved imitation for illusion but not control stimuli. 
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Correlational analyses suggested an association between perception and production at the 302 

item level. Furthermore, the magnitude of the effect of repetition on perceptual ratings scaled 303 

with the magnitude of the effect on production, for both measures of imitation accuracy. These 304 

effects suggest that items within the two stimulus categories reported here fall on a perceptual 305 

continuum between speech and song which is additionally associated with graded effects on 306 

pitch production. The continuum is largely defined by acoustic variables such as pitch stability 307 

and rhythmic regularity (see Supplementary Results for more analyses of these variables). Other 308 

correlational analyses, however, did not yield robust results. In particular, correlations based on 309 

individual differences (where the regression is parameterized by participant rather than by item), 310 

were not significant. The difference between group-level and individual-level association may 311 

reflect the combination of shared versus unshared factors that contribute to perception during 312 

production. For instance, various models predict that different factors contribute to perception 313 

used for explicit decision making (such as a speech versus song categorization tasks) as opposed 314 

to the more implicit role perception has in our imitative production task (cf., Hutchins & 315 

Moreno, 2013; Loui, 2015). Following Tierney et al. (2018), we suggest that the graded 316 

transformation effect across items in both tasks follows from listeners’ ability to detect music-317 

like features in speech, whereas individual differences are based on additional task-specific 318 

features such as response biases and internal category boundaries, for perception, and vocal 319 

motor control, for production. 320 

The current results also add to previous studies that have explored the influence of 321 

musical background on the speech-to-song transformation. Like Vanden Bosch der Nederlanden 322 

et al. (2015), we found that the magnitude of the perceptual transformation effect was not 323 

significantly correlated with years of musical training. This is analogous to other research 324 
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showing that individual differences in musical background (Vanden Bosch der Nederlanden et 325 

al., 2015; Tierney et al., 2021) and tonal language background (Kachlicka et al., 2024) are not 326 

significantly correlated with differences in the magnitude of the transformation. However, years 327 

of training did predict the magnitude of the transformation effect on the accuracy of relative 328 

pitch in imitation (viz. the pitch correlation). This distinction suggests a subtle differentiation 329 

between perception and production in which musical training may influence sensorimotor 330 

integration of pitch perception and production. This finding should be interpreted with caution 331 

because we did not correct for multiple comparisons here. 332 

One possible explanation for the improved imitation for illusion-generating stimuli after 333 

repetition is that listeners engaged in tonal encoding of pitches when they experienced the 334 

perceptual shift, a conclusion suggested by Deutsch et al. (2011). Tonal encoding is associated 335 

with greater precision of pitch processing for with music as opposed to speech (Patel, 2011, 336 

2014; Belin et al., 2022) and may be a hallmark of music-specific neural processing (Peretz & 337 

Coltheart, 2003). This explanation is also consistent with the fact that the illusion stimuli are 338 

more open to tonal encoding based on having more stable pitches and pitches that more closely 339 

approximate Western tonal scales than the control stimuli. However, post-hoc analyses of 340 

produced pitch (suggested by an anonymous reviewer) did not support this explanation. In fact, 341 

produced pitches were less consistent with Western tonal hierarchies after 8 repetitions than after 342 

the first repetition of a phrase, and this tendency was found for both illusion and control stimuli 343 

(there was no interaction with stimulus type). Details on this analysis can be found in the 344 

Supplementary Information document. Thus, improved pitch matching after the speech-to-song 345 

transformation may not reflect tonal encoding based on Western prototypes but instead may 346 

reflect upweighting of pitch precision.  347 
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The motivation for this study was based in part on previous evidence for an advantage in 348 

imitating sung pitch patterns in comparison to patterns of pitch used in speech (a.k.a. the song 349 

advantage, Mantell & Pfordresher, 2013; Pfordresher, 2022). The present study offered a new 350 

opportunity to determine whether song associations that are independent of acoustic structure can 351 

lead to changes in performance akin to the song advantage. The fact that pitch imitation can 352 

improve simply based on the phenomenology of perception, beyond effects related to acoustic 353 

structure, is surprising in the context of previous research. It is important to note, however, that 354 

effects on production here are not directly analogous to those seen in other studies that contrasted 355 

stimuli with different acoustic structures. First, the effect magnitude seen here is subtler than 356 

what has been found elsewhere. Here, we found that pitch deviations for illusion stimuli 357 

improved by approximately 20 cents from the first to the final repetition, whereas the song 358 

advantage in other studies is nearly 80 cents (Pfordresher et al., 2022, Table 1). Second, whereas 359 

the song advantage found earlier tends to be more strongly associated with absolute than relative 360 

pitch deviations, the opposite was found here given the presence of a significant Stimulus Type x 361 

Repetition interaction was found for pitch correlations but not pitch error. 362 

In closing, our study presents a novel finding that speech-to-song transformation in 363 

perception is associated with related changes to the accuracy of imitative production. Future 364 

research could explore the role of pitch perception in the speech-to-song transformation, 365 

providing a better understanding of the perception-action loop associated with this phenomenon. 366 

 367 

368 
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