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Abstract 

 

The United Kingdom’s Health Education England (HEE) oversees training of new doctors, and it 

prioritises simulation-based training, but it is unclear whether such training prepares new 

doctors for clinical procedures involving real patients. To investigate that, this article’s aim was 

to discuss experiments in the field, noting that a review by HEE missed at least eight studies, 

and misinterpreted two studies as showing positive outcomes when the results were negative or 

inconclusive. Occupational psychologists who work in staff development in hospitals should 

therefore be cautious about the HEE’s review by reading the original studies themselves. This 

article discusses why the HEE should evaluate the impact of simulation-based training on 

patient outcomes, and why it should review studies which test causality (e.g., randomised-

controlled trials). Looking back at Kirkpatrick’s model about how to evaluate training 

interventions, occupational psychologists should go beyond the reaction stage (e.g., are doctors 

enjoying the training?) to the behaviour stage (e.g., does it help them complete clinical 

procedures with patients?) and the results stage (e.g., does it reduce excess patient deaths in 

July or August when new doctors start work in hospitals?). Some experiments found that 

simulation-based training can worsen performance by increasing the duration of clinical 

procedures, the number of attempts to success and new doctors missing vital steps. Many of 

the methods are still used today (e.g., in endoscopy, laparoscopy), therefore their efficacy 

remains questionable. When presented with newer technology such as virtual reality-based 

training, occupational psychologists should still ask questions about their efficacy and 

encourage the hospitals to supplement simulation-based training of new doctors with good 

quality/quantity of clinical supervision and job shadowing. 

 

Keywords: Junior doctors; Medical doctors; Simulation-based training; Training effectiveness; 

Training evaluation. 
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Introduction 

 

Many occupational psychologists work in staff development and training in hospitals, 

and they can influence the kind of training completed by new doctors who have graduated from 

their degrees but are not yet experienced enough to work with patients without some guidance 

or supervision. Organisations such as Health Education England (HEE, 2024) are influential in 

helping occupational psychologists understand what to prioritise in training new doctors 

because the HEE organises “core medical training,” which in the United Kingdom refers to pre-

training phase for doctors who want to specialise in certain areas of medicine. The HEE has 

made simulation-based training central to its plans and it published a review which claims that 

this method has positive results (HEE, 2024) but the review missed out on important studies 

and misinterpreted some. This article presents a critical review of that review, critically 

considering whether simulation-based training actually makes new doctors competent enough 

to start working with patients on their own. Whereas the HEE’s review examined studies with a 

wide range of methodologies, and it did not evaluate patient-based outcomes exclusively, this 

article discusses randomised-controlled trials and other types of experiments which evaluated 

new doctors’ work with patients. 

 

Why is it important that simulation-based training should translate to the work that new 

doctors do with real patients? The issue is important not just as a staff development concern for 

occupational psychologists to consider but because patient mortality rises after new doctors join 

the hospital workforce (Young et al. 2011, Jen et al. 2009). Studies show that between 4.3% 

and 12% more patients die in July or August when new doctors typically start work (Jen et al. 

2009) because the changeover reduces average hospital efficiency compared to other months 

(Young et al. 2011). Doctors report that there is a sense of increased disruption within hospitals 

(Vaughan, McAllister & Bell, 2011). More urgent or rapid response tasks are logged by nurses 

during out of hours and clinical procedures take longer to complete (Blakey, Fearn & Shaw, 

2013). A systematic review calculated the decline in average hospital efficiency after new 

doctors join the workforce in July at between -0.3% and -7.2% (Young et al. 2011). The 
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cumulative drain on hospital staffing increases the risks to patients and this raises the mortality 

risk, although there may be country differences and newer studies are needed.  

 

Effective training has been proposed as the solution, such as using simulators (Cohen 

et al. 2013), but the benefits for patients are unclear. For training to be effective as a way of 

preventing the excess deaths, it should tackle the hospital efficiency problem: it should reduce 

the time it takes a new doctor to complete a clinical procedure and the time it takes other staff to 

provide guidance, thus keeping average staff performance nearer to optimum. The problem is 

the lack of evidence that simulation-based training, which is a popular training method in 

hospitals, is actually helpful from that point of view. A survey of 763 doctors by Vaughan et al. 

(2011) asked them for their views about the current changeover process and their responses 

suggest scepticism for non-ward training methods. Most (84.5%) expressed support for ward-

based training methods such as job shadowing, suggesting that working with real patients might 

be better preparation.  

 

The current article reports findings from a systematic review conducted in 2015, but 

which remains relevant because several simulation-based training methods used at the time are 

still used today. Before the review, a pilot (scoping) review using Google Scholar revealed that 

only 6.78% of studies about simulation training in medicine actually involved new doctors and 

none of the studies had tested patient outcomes. Most studies showed support for simulation 

training as an effective training method in advanced or specialised medical practice, such as in 

anaesthesia (e.g., Ashurst et al. 1996; Burtscher et al. 2011; Chopra et al. 1994; Holzman et al. 

1995; John et al. 2007; Zausig et al. 2009) and urology (Abdelshehid et al. 2014). Even in these 

fields, the evidence about the non-patient outcomes of simulation training was mixed in that 

some studies showed benefits whereas others did not, and reviews in these fields called for 

studies measuring follow-up clinical data (Ross et al. 2012; Cetti et al. 2010). The studies that 

did exist about new doctors largely involved non-patient outcomes and they only provided 

modest support for simulation training, with researchers calling for more experience with real 

patients (Boots et al. 2009). 



 But does it work with real patients? 5 
 

 

One of the limitations of current research in the field is that many studies which claim to 

show that simulation-based training works tend to rely on feedback from doctors, yet this does 

not mean that the training was effective, even if they say that they enjoyed or were satisfied with 

it. This view is consistent with Kirkpatrick’s (1960 model of evaluating training, which tells us that 

we should evaluate it beyond how employees react to it by considering its impact on job 

performance in terms of behaviour and results. A randomised controlled trial by Kerr et al. 

(2013) in obstetric-internal medicine showed that simulation training was enjoyed by interns as 

an educational method, but test performance actually declined from 72.59% before the 

simulation training to 50.09% afterward and performance fell further to 37.59% one month later. 

Simulation training as an instructional method also varies in its effectiveness. A meta-analysis of 

289 studies by Cook et al. (2013) spanning different health professions showed that it is helpful 

as an instructional method, but some simulation techniques are more effective than others. 

There is also the problem of conflating evidence involving experienced doctors (who integrate 

knowledge from simulation training with their existing knowledge) with evidence from new 

doctors, who need the training to give them new knowledge or a new opportunity to practice a 

clinical skill based on theoretical knowledge.  

 

It remains unclear whether knowledge or skills gained from simulation-based training 

generalise from educational to clinical settings. While simulation training can be beneficial from 

a cost perspective, occupational psychologists should be asking questions about whether it is 

beneficial to actual learning and behaviour, and actual work with real patients. They should ask 

questions about whether the reported outcomes are clinically meaningful, from a patient-

outcome perspective, or whether they simply tell us that new doctors enjoyed the training, which 

is not the same as showing that it is going to reduce errors with patients and excess deaths. 

There have been discussions about the need for policies and practices in hospitals to be 

justified by evidence of their clinical usefulness (Kamau, 2015). This article therefore discusses 

some randomised-controlled trials or similar types of experiments which shed light on the effects 

of training on new doctors’ work with patients.  
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Methods 

Protocol 

 

Figure 1 shows the PRISMA flow diagram with the PRISMA checklist used during the process, 

based on Moher et al. (2009). 

 

<Insert Figure 1 about here> 

 

Inclusion criteria and information sources  

 

The inclusion criteria required that eligible publications must have used an experimental method 

such as a randomised controlled or within-subjects design (with pre/post testing) to examine the 

effects of simulation training on new doctors e.g., Foundation Year 1 doctors in the UK, interns 

and year 1 residents in the USA. The outcome measure was a quantified indicator of the new 

doctor’s competence while working with real patients. The publications were searched from the 

Web of Science core collection and all included databases such as MEDLINE with no 

restrictions in country, language, publication type or year. Searches were conducted in 2015 

and updated searches were not possible because of lack of funding, although the discussion 

will discuss the current implications of simulation training methods which continue to be used. 

 

Search terms and study selection 

 

Search terms were chosen to maximise the number of publications screened concerning 

medical training using simulations in any country. The word ‘simulation’ was combined with 

‘training’ or international synonyms (e.g. clinical + induction + simulation; clinical + training + 

simulation; clinical + orientation + simulation; intern + boot + camp) entered with no quotation 

marks and searched to appear anywhere within the full text or bibliography. All studies selected 

for the final stage were experimental and they measured the effects of simulation training on 
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new doctors working with patients. 

 

Data collection process and data Items 

 

Marked publications were stored in the Web of Science cache then exported to EndNote 

software at the end of each search session. They were stored in a structured archive and 

duplicate references were deleted. Abstracts and references were exported from EndNote to 

Windows then tabulated. Full-text publications retrieved from university libraries were stored in 

Adobe or XPS format and those from the British Library were scanned and stored in PNG 

format. The data extracted are summarised in table 1. The quality of each study was then 

assessed using the criteria summarised in table 2. 

 

Risk of bias in individual studies and across studies 

 

The review gauged the risk of a publication bias against null results. The review assessed 

whether authors used randomisation to allocate doctors to different training groups and also 

whether new doctors’ performance was determined from objective outcomes (e.g. hospital 

records) or by “blind” assessors who were unaware of whether or not the doctor being assessed 

was simulation trained. 

 

Summary measures, synthesis of results and analysis 

 

The measures reviewed concerned the new doctors working with patients, e.g. the duration of 

procedures, the number of attempts by the new doctor before success at the procedure, the 

number of complications after the procedure (re-hospitalisation, infections) and the overall 

quality of the procedure. Each study was synthesised qualitatively and quality was assessed 

both qualitatively and quantitatively. 
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Results 

Study selection  

 

In the first stage, 7792 publication abstracts were reviewed. The most common reasons for 

exclusion of a publication were: the lack of data (e.g., editorial and commentary articles), using 

medical students or doctors who were qualified at an advanced level, using nurses or other 

health professionals, using qualitative methodology, using non-experimental quantitative 

methodology (e.g. correlation studies) and lacking patient outcome measures. Of the 7792 

publications, 3960 were selected for the next stage and duplicates were deleted. A total of 672 

publications underwent full text review and 10 (see table 1) met all eligibility criteria. Figure 1 is 

a PRISMA flow diagram showing the publication count within each stage of the review. 

 

Study characteristics 

  

Table 1 summarises the methodology used in each eligible study.  

 

<Insert Table 1 about here> 

 

Risk of bias within and across studies 

 

The risk of bias within studies was assessed as low because most studies using randomisation 

or a suitable alternative and blinded assessment (table 2). Quality was normally distributed 

across all studies and most (8 out of 10 publications) are high in quality (≥3). The completeness 

of statistics was not normally distributed because the majority had complete statistics.  

 

<Insert Table 2 about here> 
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Results of individual studies, synthesis of results and additional analyses 

 

This section will summarise and compare results from studies included within the review to 

evaluate the effects of simulation-based training on outcomes involving real patients. Britt et al. 

(2009) found no significant difference between the simulator-trained residents and the control 

residents in 10 out of 10 performance measures, p > .05, including landmark identification, 

angulation and the ability to cannulate a patient at the first attempt. There was also no 

significant difference in the incidence of performance errors or complications in patients treated 

by the residents, including the incidence of infections or arterial puncture, p > .05. Giulio et al. 

(2004) observed no differences in the rate of success with the procedure, the number of 

attempts, the time taken to complete the procedure, or the need for verbal assistance when 

working on patients and no complication arose in either group although p values were not 

stated. Finan et al. (2011) similarly found that the residents’ performance during real patient 

intubations (with a success rate of 67.5%) was not significantly differently from the historical 

control, p = .06. The simulator-trained residents' checklist scores for intubating the patients 

(64.6%) were also significantly worse than those of the historical control (82.5%), p = .001.  

 

Similar results were observed by Gaies et al. (2009), who found no significant difference 

between the simulator-trained group and the control group in many of the skills within the 

simulator-based or checklist assessments e.g., bag mask skills, venipuncture, success at 

lumbar puncture, p > .05. Gaies et al. (2009) also observed that, within the venipuncture 

procedures involving real patients, there was no significant difference between the success rate 

of those who were simulator-trained compared to the control group, p = .07. There was 

additionally no significant difference in success at peripheral intravenous catheter insertion with 

real patients, p = .25, or lumbar puncture, p = .6. Hogle et al.’s (2009) study 1 found no 

significant differences between the simulator-trained and the control group residents. This was 

in measures of autonomy, bimanual dexterity, depth perception, efficiency or tissue handling 

while performing the laparoscopic cholecysectomy with real patients, p > .05. Hogle et al.’s 

(2009) study 2, a retrospective experiment, showed that simulator-trained residents presented 
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worse patient outcomes than residents who were not simulation-trained: they took longer in-

room time, p = .021, and operative time, p = .038.  

 

Madan et al. (1998) found that, comparing the pre-test and post-tests within-groups there were 

significant improvements in both the simulation-trained and control residents, p < .02. Miranda 

et al. (2007) similarly found no significant difference between residents who attended the 

simulation training and control group residents in 4 out 5 practices: using a large drape, p = .14, 

wearing a cap, p = .6, wearing a gown, p = .9, or wearing sterile gloves, p = .10. Miranda et al. 

found no significant change in knowledge the risk of thrombosis, infections and knowledge 

about complications, p > .05, and no significant difference in the incidence of patient 

complications concerning blood infections, p = .29. Supporting the pattern emerging from the 

other studies, Palter et al. (2001) found that the difference between the baseline and post-test 

within the simulator-trained group was stable although no p values were stated.  

 

There was some evidence of the beneficial effects of simulation training. Britt et al. (2009) found 

that the assessors evaluated the simulator-trained residents as having better ability, and 

presenting better comfort for patients (both p = .03) but the limitation is that assessors were not 

blind to the residents’ trained status. Results supportive of simulation training were also found 

by Palter et al. (2001), who observed that the technical skills of simulator-trained residents’ in 

the operating room were significantly better, p = .04. These results were, however, limited by 

the fact that the new doctors were only allowed to treat real patients after they achieved 

proficiency on the simulator.  

 

Giulio et al. (2004) found that residents who practiced independently on a simulator completed 

more diagnostic endoscopies, they required less manual assistance (e.g. retroflexion and 

duodenum intubation) and they were also evaluated by the instructor more positively, p < 

.0001.These results were, however, limited because the assessors were not blind to the 

residents’ training status and because the beneficial effects observed in 3 outcomes were in the 

minority when compared to several other non-differing means. Gaies et al. (2009) found that the 
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control group performed worse than the simulation-trained group in peripheral intravenous 

catheter insertion, p < .05, and the checklist assessment of lumbar puncture, p < .05, but these 

results are limited because the checklist assessments did not involve real patients and because 

competence at lumbar puncture was rated by assessors who were not blinded to the residents’ 

training status. Madan et al. (1998) similarly found a significant difference between the 

simulation residents and the control residents in their OSCE performance, with residents who 

were inducted through simulation performing significantly better. This effect replicated across 2 

indicators of interpersonal skills and 2 indicators of content, p < .05, but within-group 

comparisons showed that both the simulation-trained and control group residents improved 

significantly from pre-test to post-test, p < .02.  

 

Mayo et al. (2004) found that 91-100% of the simulation-trained performed airway management 

steps correctly during real clinical emergencies, suggesting a high level of performance, but this 

result is limited because of the lack of a control group. Miranda et al. (2007) found one 

beneficial change in the simulation trained residents: there was a significant improvement in 

knowledge about arterial puncture risk, p < .05, but patient outcome measures showed no 

significant difference after simulation training. White et al. (2012) found that residents’ 

knowledge significantly improved from the pre-test level of 58% to the post-test level of 70%, p 

< .05. The residents’ performance after the simulation training was good: 88% of steps were 

correctly followed and 62% of the interns performed successfully at the first attempt. However, 

these results are limited because there was no control group or baseline patient outcome data 

with which to compare these percentages.  

 

Discussion 

 

The 2015 review found that evidence about the benefits of simulation training on patient 

outcomes was mixed, contrary to the HEE’s (2024) conclusions. This article highlights the fact 

that the HEE’s review was incomplete because at least 8 out of 10 of the studies reported in this 

article were missing from the HEE’s review. Of the two studies that it did include, the HEE 
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misinterpreted their outcomes. One study misinterpreted by the HEE was that by Britt et al. 

(2009) where new doctors’ patients were followed up to gauge whether they suffered 

complications (e.g., an arterial puncture or blood infection) and the results showed that 

simulation training had no significant effect on the number of patient complications which does 

not justify the HEE concluding that the study showed a positive effect. The other study which 

the HEE should have interpreted with caution was that by White et al. (2012) where new doctors 

performed lumbar puncture on paediatric patients in an emergency within 5 months of the 

training. Although there were improvements, only 48% of the new doctors correctly performed 

steps involving preparing the supplies and conducting the lumbar puncture with the needle’s 

bevel being parallel to the spinal ligament. It is unclear why the HEE missed 8 of the 10 studies, 

calling into question whether the HEE should revisit its review and update it to avoid misleading 

doctors, patients and other stakeholders into believing that simulation-based training is as 

effective as the HEE claims it is. Moreover, the HEE’s simplification of the outcome of each 

study as “positive” without acknowledging negative results and risks of bias in methods used is 

concerning. Occupational psychologists should therefore be aware about the pitfalls of the HEE 

(2024) review, noting that it is not a proper systematic review because it was not reported as 

such (e.g., using PRISMA guidelines), did not include all the evidence, it over-simplifies the 

outcomes, and misinterprets some evidence. A related implication for occupational 

psychologists is to look at the evidence about the efficacy of training methods themselves, by 

going directly to the literature concerned, or by looking at literature in published, peer-reviewed 

journals. The HEE should have reported its review methods, databases searched, risks of bias, 

and given readers more information about why it concluded that a given study had a positive 

outcome. 

 

Occupational psychologists need to help hospitals understand that the effects of training may 

not be clear-cut. Rather than saying that the training had a positive impact, it is better to be 

honest about the complexity of the evidence. In this review, while some experiments found that 

simulation training is equally or more beneficial than controls, some experiments found no 

significant benefits and others found that it can worsen new doctors’ performance, e.g. in 
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lengthening procedure time and increasing the need for guidance while working with patients. 

This does not mean that simulation-based training should stop being used but that it should be 

used in conjunction with giving new doctors opportunities to work with real patients under 

supervision as well as opportunities to learn by observation through job shadowing. Training 

which helps new doctors learn new clinical procedures in “skills laboratories” (a kind of 

bootcamp in clinical training) can also be helpful in translating to their work with real patients 

(Kamau, 2014a).  

 

Looking back to Kirkpatrick’s (1960) model about training evaluation, it is important for the HEE 

and occupational psychologists working on staff development in hospitals to go beyond 

evaluating the reaction stage (e.g., do doctors enjoy the training?), initial learning (e.g., can 

doctors perform well on the simulator after the training?) to the behaviour stage (e.g., after the 

training, do doctors complete clinical procedures on real patients correctly and in the expected 

time?) and the results stage (e.g., do doctors who complete the training have fewer patient 

complications and excess deaths, controlling for confounding factors such as patients’ medical 

conditions and comorbidities?). The HEE’s (2024) review did not distinguish between these 

types of training outcomes, and it is likely that many studies which found that simulation-based 

training has positive outcomes concerned the reaction stage (e.g., feedback from doctors) but 

not the behaviour and results stage. 

 

Globally, occupational psychologists who influence medical training should be aware that there 

are country differences in the skill level of new doctors therefore training may need to 

concentrate on some skills more than others. A systematic review found that the average rate of 

inexperience with a range of clinical skills among new doctors was lowest in the UK (9.15%), 

followed by New Zealand (18.33%) and South Africa (19.53%) (Kamau, 2014b). I recommend 

that occupational psychologists collaborate with doctors in determining what good training 

should involve, ensuring that it covers clinical skills based on need, and promoting training 

which is evidence-based. Some simulation-based training technologies have changed in the 

past couple of years such as the advance of virtual reality-based training and 3D printing in 
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some areas of medicine (Bienstock & Heuer, 2022), but some of the methods in this review are 

still being used today, which makes this evidence relevant. For example, recent searches of 

what NHS hospitals use revealed that they still use the simulation training methods used by 

studies included in this review concerning endoscopy (Giulio et al. 2004), laparoscopy (Hogle et 

al. 2009), and mannequins (various authors listed in Table 1). That is also true for many 

hospitals worldwide, and access to new technologies using virtual reality might remain low 

globally because of cost. Even then, occupational psychologists working in hospitals should 

assess the new technologies using the same outcomes as those encouraged by this article – 

these being whether they train new doctors to work with real patients safely, correctly, 

minimising clinical errors, complications and excess mortality.  

 

Conflicts of interest: None. 
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Figure 1:  PRISMA flow diagram 
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Table 1: Methodological characteristics of the studies 
 

 
What type of 
study was it? 

 
What was the 
sample size? 

 
What was the 
simulation 
training? 

 
How long was 
the 
simulation 
training? 
 

 
What outcome of the 
simulation training was 
measured? 

 
How was the outcome 
measured? 

 
What did the 
study find? 

Randomised 
experiment by 
Britt et al. (2009) 
  

34 junior 
residents 
(n=13 
simulation 
training with 
didactic 
session; 21 
control group: 
didactic 
session only). 

Simulation 
training using 
Central Line 
Man  

Training was 
for an 
unspecified 
duration 

After the simulation 
training, a new doctor 
inserted a central line into a 
patient (e.g. positioning, 
needle insertion and the 
resident being able to place 
the line). After this, the new 
doctor’s patients were 
followed up to gauge 
whether they suffered 
complications after this 
e.g., an arterial puncture or 
blood infection. 
 

By recording the verdict of 
a senior (a fellow or critical 
care surgeon) about the 
new doctor’s competence 
at this procedure after the 
simulation training.  
 
By counting the number of 
complications that 
happened among the 
patients treated by the new 
doctor after the simulation 
training. 
 

Results showed 
that simulation 
training had no 
significant effect on 
number of patient 
complications. 

Randomised 
experiment by 
Giulio et al. 
(2004) 

22 junior 
residents 
(n=11 didactic 
session then 
simulation 
training; n=11 
control group: 
didactic 
session only) 

Simulation 
training using 
GI Mentor 
software and a 
mannequin 

Training for 10 
hours 

After the simulation 
training, a new doctor 
conducted a diagnostic 
endoscopy on patients. 

By logging the new doctor’s 
failure or success at each 
procedure after the 
simulation training as well 
as the number of attempts 
they took before success, 
autonomy in successfully 
completing the procedure, 
and the procedure’s 
duration.  
 
By recording the verdict 
from an instructor about the 
new doctor’s work after 
simulation training. 

The results were 
inconclusive. 



 

 

 
What type of 
study was it? 

 
What was the 
sample size? 

 
What was the 
simulation 
training? 

 
How long was 
the 
simulation 
training? 
 

 
What outcome of the 
simulation training was 
measured? 

 
How was the outcome 
measured? 

 
What did the 
study find? 

Non-randomised 
experiment 
(historical 
control) by Finan 
et al. (2011) 

13 1st year 
pediatric 
residents 
simulation 
trained 
compared with 
a historical 
control group: 
no training. 
 

Simulation 
training using 
a mannequin 

Training for 2 
hours 

In the 2 months after the 
simulation training, data 
were collected when the 
new doctor intubated a 
patient's trachea. 
  

By recording whether or not 
the new doctor did this 
successfully after no more 
than two attempts.  
 
By an observer assessing 
the new doctor’s 
performance. 
 

Simulation training 
produced 
significantly worse 
outcomes in some 
measures, and in 
other measures it 
had no significant 
effect. 

Randomised 
experiment by 
Gaies et al. 
(2009) 

38 interns 
(n=18 
simulation 
trained; n=20 
control group: 
observed 
seniors at 
work) 

Simulation 
training using 
high fidelity 
bag masking 
ventilator; 
anatomic 
model emitting 
fluid etc. 

Training varied 
in duration by 
skill type. 

After the simulation 
training, a new doctor 
performed the following 
procedures on patients 
over 6 months: lumbar 
puncture, peripheral 
intravenous catheter 
insertion and venipuncture 
on pediatric patients. 
 

By logging the number of 
attempts the new doctor 
took in each procedure and 
whether or not they 
completed the procedure 
successfully. 
 

Simulation training 
had no significant 
effect. 

Randomised 
experiment by 
Hogle et al. 
(2009) 
 

 
 
Retrospective; 
non-randomised 
experiment by 
Hogle et al. 
(2009) 

12 residents 
(n=6 simulator 
trained; n=6 
control group) 
 
 
 
140 residents 
(n=80 
simulator 
trained; n=60 
control group) 

Simulation 
training using 
LapSim 
 
 
 
 
Simulation 
training using 
LapSim 

Training for 2 
sessions a 
week over a 1 
month period. 
 
 
 
 
 

After the simulation 
training, a new doctor 
conducted laparoscopic 
cholecysectomies on 
patients.  
 
 
After the simulation 
training, a historical control 
group was used to compare 
the incidence of 
complications among 

By a surgeon who watched 
a video recording of the 
new doctor working on the 
patient. The surgeon blind 
to the new doctor’s training 
type.  
 
By comparing the incidence 
of complications among 
patients treated and 
procedure duration 
(operative time and in-room 

Simulation training 
had no significant 
effect. 
 
 
 
 
Simulation training 
produced 
significantly worse 
procedure duration 
outcomes. 



 

 

 
What type of 
study was it? 

 
What was the 
sample size? 

 
What was the 
simulation 
training? 

 
How long was 
the 
simulation 
training? 
 

 
What outcome of the 
simulation training was 
measured? 

 
How was the outcome 
measured? 

 
What did the 
study find? 

patients treated by the new 
doctors after the simulation 
training, including mortality. 
 

time).  
 

Randomised 
experiment by 
Madan et al. 
(1998) 

12 junior 
residents (n=6 
simulation 
trained; n=6 
control group: 
didactic 
session) 

Simulation 
training using 
HIV-positive 
patients 

Training for 1 
hour, divided 
into three 
sessions. 

After the simulation 
training, a new doctor’s 
ability to communicate 
effectively with the patient 
in investigating a urinary 
tract infection. 

By a primary care physician 
who was blinded to the new 
doctor’s training condition. 
The physician used an 
OSCE format to assess the 
new doctor by watching a 
video recording of their 
interaction with the patient. 
 

 Simulation training 
produced a 
significantly better 
outcome. 

Randomised 
experiment by 
Mayo et al. 
(2004) 

50 house 
officers 
(divided into 
immediate 
versus 
delayed 
simulator 
training 
groups) 
 

Simulation 
training using 
a mannequin 

Training 30-40 
minutes 

After the simulation 
training, a new doctor’s 
ability to work with another 
new doctor on airway 
management of a cardiac 
arrest patient. 

By an attending physician 
assessing how well the new 
doctor set up equipment 
and provided bag mask 
ventilation. 

The results were 
not conclusive 
because there was 
no control group. 

Non-randomised 
experiment by 
Miranda et al. 
(2007) 

150 residents 
(n=40 
simulation 
trained; n=110 
ward trained) 

Simulation 
training using 
a mannequin 

Training for 15 
hours divided 
into 6 sessions 

After the simulation 
training, the new doctor 
worked on patients needing 
catheterisation.  

By a physician and a 
radiologist who examined 
radiographs and other 
patient records to assess 
whether the patient treated 
by the new doctor suffered 
any complication as a 
result, e.g. These patients 
were assed to determine 

Simulation training 
had no significant 
effect. 



 

 

 
What type of 
study was it? 

 
What was the 
sample size? 

 
What was the 
simulation 
training? 

 
How long was 
the 
simulation 
training? 
 

 
What outcome of the 
simulation training was 
measured? 

 
How was the outcome 
measured? 

 
What did the 
study find? 

whether they suffered 
different , e.g., 
pneumothorax or 
thromboembolic 
complications, blood 
infections, re-hospitalisation 
of the patient or a visit to 
emergency within 30 days 
of having been treated by 
the new doctor. 
 

Randomised 
experiment by 
Palter et 
al.(2001) 
 

18 residents 
(n=9 simulator 
demonstration 
then 
simulation 
training to 
proficiency; 
n=9 simulator 
demonstration 
only) 
 

Simulation 
training using 
a synthetic 
abdominal wall 
model 

Training for 3 
hours split into 
two sessions 
less than 3 
weeks apart. 

After the simulation 
training, a new doctor 
surgically closed a patient’s 
abdominal wall. 

By a member of staff in the 
surgical theatre who was 
blinded to the new doctor’s 
training group, watched, 
and used a global rating 
scale to evaluate them. 

Simulation training 
produced 
significantly better 
outcomes. 

Within-subjects 
experiment by 
White et al. 
(2012) 

21 junior 
residents (all 
simulation 
trained) 

Simulation 
training using 
a neonatal 
mannequin 

Training for 1 
hour and 
additional 
simulation 
practice time 

After the simulation 
training, a new doctor 
performed lumbar puncture 
on a pediatric patient in an 
emergency within 5 months 
of the training.  

By an assessor who used a 
checklist to assess the new 
doctor after the simulation 
training. The checklist items 
included angling the needle 
at 15o, a bevel parallel to 
the spinal ligament, and 
success at the first attempt. 

The results were 
not conclusive 
because there was 
no control group, 
and only 48% of the 
new doctors 
correctly performed 
steps involving 
preparing the 
supplies and 



 

 

 
What type of 
study was it? 

 
What was the 
sample size? 

 
What was the 
simulation 
training? 

 
How long was 
the 
simulation 
training? 
 

 
What outcome of the 
simulation training was 
measured? 

 
How was the outcome 
measured? 

 
What did the 
study find? 

conducting the 
lumbar puncture 
with the needle’s 
bevel being parallel 
to the spinal 
ligament. 

 

 

 

 

 

 

 

 

 

 



 

 

 

Table 2: Study quality assessment  

 
Study 

 
Confound 

absent 

 
Control 

group used 

 
Blinding 

used 

 
All P values 

stated 

 
Sample size 

adequate 

 
Summary 
of quality 

Britt et al. (2009) No Yes No No No ∑ = 1 Low 

Giulio et al. (2004) Yes Yes No No No ∑ = 2 Low 

Finan et al. (2011) Yes Yes No Yes No ∑ = 3 High 

Gaies et al. (2009) Yes Yes No Yes Yes ∑ = 4 High 

Hogle et al. (2009) Yes Yes Yes Yes No ∑ = 4 High 

Hogle et al. (2009) Yes Yes Yes Yes Yes ∑ = 4 High 

Madan et al. (1998) Yes Yes Yes Yes No ∑ = 4 High 

Mayo et al. (2004) No No No Yes Yes ∑ = 2 Low 

Miranda et al. (2007) Yes No Yes Yes Yes ∑ = 4 High 

Palter et al.(2001) No Yes Yes Yes No ∑ = 3 High 

White et al. (2012) No No Yes Yes Yes ∑ = 3 HIgh 

Skewness and SE -.66(.66) -.66(.66) -.21(.66) -1.92(.66) .21(.66) -.86 (.66) 

Kurtosis and SE -1.96(1.28) -1.96(1.28) -2.44(1.28) 2.04(1.28) -2.44(1.28) -.26 (1.28) 

Mean and SD .64(.50) .64(.50) .55(.52) .81(.40) .45(.52) 3.09(1.04) 

 
 


